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The NCPV:  It's Not Business as Usual

Lawrence L. Kazmerski
National Center for Photovoltaics (NCPV)

National Renewable Energy Laboratory (NREL)
Golden, Colorado 80401

ABSTRACT
The business of doing R&D has changed over the last

year, involving new programs and some new priorities.  We
discuss insights concerning what the NCPV and PV
Program are doing in light of the situations in our nation and
world. A call is made for significantly accelerating our
progress to reflect the National Energy Policy and respond
to our nation’s critical needs—ensuring the success and
establishing the significance of solar electricity...even faster.

Changing Times . . . Affecting How We Do Business
In the 18 months since the last NCPV Program Review,

we have experienced an interesting mix of the “best of times
and the worst of times” for our technology.  While we have
continued to provide a healthy return on our R&D
investments, world competition continues to cut into our
leads—or widens the gap in some critical areas such as
market share.  World demand for photovoltaics grows [1].
So does the size of the offshore PV industry, with the help
of investments, subsidies, and incentives from their own
governments.

The energy dilemmas in California and the West have
provided a focus and visibility on solar as a credible “energy
of choice” here in the United States [2].  This “energy crisis
of the new millennium” has created a growth atmosphere for
our industry—and, more importantly, an incredible
appreciation and authentic acceptance of solar electricity as
a real contributor to energy supply by the consumer.  The
public awareness and understanding of “photovoltaics” has
grown considerably.

On the other hand, our industry has not been able to
adequately supply these new, expanding domestic markets.
The industry has developed a roadmap [3] to address and
further cultivate these U.S. electricity markets, but the joint
industry and government roles are just starting to be
defined.  The change in federal administration has provided
a good share of challenges for funding, proving
significance, showing competitiveness, addressing
technology myths, and showing how PV fits positively into
current and future energy policy.

The change in the electrical utility structure in the
United States has enhanced the position of photovoltaics as
a distributed power resource [3].  The President’s National
Energy Policy (NEP) [4] cites this as a strength:
“Photovoltaic solar distributed energy is a particularly
valuable energy generation source during times of peak use
of power.”  This is further reflected in that some 55% of the
photovoltaic modules shipped in 2000 found their way into
applications tied to the grid—a trend that has been
developing over the past 3 years [5].  The old methods of

getting PV into the markets are changing—with commercial
home builders making PV “the roof,” recreational and
government installations touting PV as “practical” and the
“logical thing to do” in supplying their electricity, and home
improvement centers now selling PV “off the shelf” for
watt-level garden lighting to kilowatt-roof installations.

The terrorist activities and the fear of dependence on
foreign oil should only highlight and strengthen
photovoltaics as a prime player in energy security.  The
decentralized aspects of photovoltaics in its distributed
electricity delivery—providing power at the point of use and
supplying the utility grid—are certainly valuable assets for a
secure energy supply.  The solar resource is not owned or
controlled by a foreign interest.  And the modularity of
photovoltaics make it an energy of choice for
uninterruptible power during natural disasters, power
shortages, and other national or international calamities—
like those we are now sadly experiencing.  “Make no
mistake” [6], photovoltaics supplies electricity for homeland
security.

All these events have brought about new directions for
our programs, and the need to reexamine our plans and
strategies.  We will cooperate with the NEP, which has not
only challenged us—but has given us guidance to “increase
America’s use of renewable and alternative energy” and has
recognized that “performance improvements
of…photovoltaics systems would facilitate much wider
use.” [4].  We have the opportunity, as never before, to
make solar electricity a real and significant part of our
energy portfolio.  And it’s not going to be “business as
usual.”

Building on Strengths
 As President Truman used to remark, “The only thing

about the future you couldn’t predict is the history you
didn’t know.”  Fortunately, we have a solid R&D history—
and we continue to build on those fundamental and applied
research strengths in programs that partner our universities
and laboratories with our industry.  These programs brought
us “10% thin-film solar cells,” which marks a performance
level thought to be a stretch when our programs began 25
years ago.  But they have also nearly doubled the
performances of silicon devices through understanding how
to absorb every photon, transfer their energies to create as
many electron-hole pairs as possible, and collect the
maximum number of these carriers for the electrical current.
These programs have invented new paths—with
multijunction cells, not even in existence 20 years ago, now
converting about one-third the sun’s energy into electricity.
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In any successful program, one builds on one’s
strengths.  These programs have developed the materials
and designs for packaging.  Module technology has gone
from cells molded in rubber compounds to sleek packages
warranted for 25 years.  These programs have had to design
and build the electronics that enable the PV system for its
use.  Our balance-of-systems (BOS) work was a
hodgepodge of vacuum tubes, mechanical multivibrators,
noisy electronics, and uncertain operation, with no
guarantee of even working!  BOS has evolved with
electronics into the digital age, with “mean time to failure”
soon expected to reach the 10-15-year timeframe.  PV
standards have gone from a question mark in the mid-1970s,
to PV’s acknowledged “poster child” role in the first
interconnection standards for distributed generation [7]—
several years in advance of the call for such activity by the
NEP.  At the start-up of the U.S. Department of Energy
(DOE), larger systems were many times “dead on arrival.”
Now, we worry about delivering less than “6-nines”
(99.9999%) power from them.  Progress has marked the PV
programs—build on R&D, understanding, and dedication of
extremely competent, technical experts. Our university and
fundamental science resource must continue to expand—
both in support and in the extent of university involvement
with our programs. (This will become business as usual!)
These core science and engineering competencies will
continue to be the foundation of what PV does in the next
decades, and these competencies will have to grow and
intensify to ensure the success that we expect.

What’s New
The DOE PV Program and the NCPV have

recommended and already implemented some new
directions to foster and hasten the growth of our
technologies.  These new directions have been in the form
of R&D initiatives—recognizing that our research programs
are evolving along new paths and new levels, recognizing
the progress of related technology and the guidance of the
roadmap, and recognizing we have to close the gaps
between laboratory development and use in manufacturing
and introduction of technologies to first-time manufacturing.

Three initiatives are under way:
• Beyond the Horizon—Positioning us in “developing next

generation technologies” [4] and realizing performances
beyond the conventional

• High-Performance Photovoltaics—Building on current
technologies and bringing them and near-term
technologies to their attainable performance limits

• Manufacturing R&D—Developing new and PV-specific
in-line monitoring, characterization methods, and smart
controls to enhance yields and throughputs.
We are also proposing and starting a new R&D effort

aimed at the reliability of PV components and systems.  The
purpose is to ensure that all the building blocks and systems
themselves are the “best they can be” from the aspects of
durability, reliability, and lifetime.  This focus underpins
our R&D programs by emphasizing the reliability of
everything from the materials and PV devices, to the
inverters and charge controllers, through the systems used

by the consumers, as well as standards and certification for
consumer protection.  This technology prides itself on its
ability to perform—and we must take these performances to
the next levels to ensure more than customer satisfaction:
PV will be customer choice for electricity generation
because it is the best option.

We are also paying greater attention to building-
integrated PV.  The potential for PV is enormous in our
built environment.  So is the need for R&D to develop these
technologies—building facades, shades, roofs, canopies, and
windows.  For example, marrying PV into architectural
glass is not a simple transformation of a PV module.  The
glass is different; the processing is different; the sizes and
geometries are different; the constraints for uniformity,
aesthetics, reliability, and performance are greater; and the
conformity with codes, standards, and interfaces are more
stringent.  It is not business as usual.  The program has
initiated workshops for and input from the community.  It
incorporates the best approaches in our past and recent
building programs, but builds a new integrated approach in
partnering research intimately with component
development, manufacturing R&D, architectural design,
buildings and trades, codes and standards, and users.  It is
imperative to accelerate the PV into the building and its
envelope, and these new approaches and new emphasis will
ensure this outcome.

Accelerating Progress, Ensuring Success
Why is this taking so long?  There is impatience with

the roadmap in time of delivery.  Indeed, PV is important
and is contributing now and over the near term.  However,
its greater impacts—the impacts that grab the attention of
energy analysts and policy makers—come in the 2020
period.  The roadmap was developed by the industry with a
set of targets, a supportable growth scenario, and an
assumption of a U.S. federal budget.  How can these targets
and plan be accelerated?  How can the real impacts be
brought closer?  Consider the recent events—the electricity
supply problems, the threats of terrorism and concern for
homeland security, the focus on energy security [8,9].  Add
to these the benefits brought by an environmentally clean,
reliable technology with considerable economic benefit to
the country.  The clear conclusion is that a new investment
and a new policy for U.S. solar electricity are not only
warranted—they are mandatory.

We have the opportunity to respond to the call of the
NEP [4], to bring energy security and significance even
closer.  What if . . . we had a response?  What could be
done, say, by tripling the current PV budget?

One path is a coordinated effort, assisting domestic
growth through public-sector use of photovoltaics
(education, energy security, premium power, system
development, public awareness), integrally coupled with
investment in manufacturing R&D, to more rapidly realize a
“21st century PV industry.”  This would provide a mini-
Manhattan project for solar electricity—toward ending the
war over energy security.  It would muster the science and
engineering talent, support the arsenal of tools needed to
complete the campaign, and provide a sustained, moderate-
but-sustained market segment to warrant the growth and
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expansion of private capital.  This could significantly
accelerate the current goals and targets of the roadmap, as
well as the impact of solar electricity in the President’s
National Energy Policy.

The plan would involve three coordinated areas,
discussed below, with roughly one-half, one-third, and one-
sixth of the investment allocated to each, respectively:
• Technology Investment:  To accelerate the cornerstone

of the roadmap—the private-sector-based commercial-
ization plan (which highlights the importance of tax
incentives, residential tax credits, and net metering)—
an investment in the public sector would provide
markets with substantial benefits.  This would require
building solid partnerships among government
agencies, such as traditional connections among the
DOE, Environmental Protection Agency, Department
of the Interior, and Department of Commerce.  And we
need to foster essential new alliances with the
Department of Defense, State Department, Treasury
Department, National Institutes of Health, and the new
Office of Homeland Security [8] on the federal side.
The foundation is built on installing PV power
resources on U.S. schools and on selected government
building (sizeable users of U.S. electricity), in federally
owned utilities (which currently produce about 8 GW
annually [10] and in urban “brownfields” [4]).  This
technology investment would provide an authentic
education base for the public and for consumers; assess
progress in reliability and energy-delivery
effectiveness; enhance energy security; and, “working
with FEMA” [4], place premium power in critical
sectors (government  buildings and schools) that have
power needs for computers, surveillance equipment,
and facilities serving as emergency shelters.  About
100,000 public and private schools, along with many
hundreds of federal and state facilities, would be
appropriate.  Currently, the federally owned utilities are
adding about 300 MW annually—a significant portion
of which could be PV.

• U.S. “21st Century PV Industry” Acceleration:  An
investment in the PV manufacturing sector (cells
through electronic components) beyond the current
program is required for developing advanced, large-
scale processes to build capacities, modernize industry
infrastructure, enhance throughputs, increase yields,
and enable first-time commercial introduction.  The
time needed to introduce new processes and products
could be reduced substantially—by at least 50% from
the current 8-12 years, with product lifetimes 50%
improved over the current roadmap expectations.

• Fundamental and Applied R&D Enhancement:
Realizing the manufacturing R&D targets would
require an intensified investment in our university and
research laboratory resources.  This R&D encompasses
process integration methodologies, special and new
technique development, process research,
nanotechnological approaches to process and materials
understanding, materials development, device
engineering, chemical engineering advances and

applications, and engineering research to improve
manufacturing and reliability of solar-electric
components and systems.  R&D is required in the
physics and chemistry of solar cells through electronics
for new BOS components.
In this approach, all three components are essential and

are coordinated to ensure the success.  They would not
duplicate current programs, but substantially enhance and
depart from current approaches and scales.  The outcome,
compared to the roadmap baseline, would include:
• 25%-30% annual growth in U.S. shipments from 2004

to 2007, and a 35%-40% annual growth from 2008
through 2014 (Fig. 1).  Thereafter, at least a 25%
growth would be maintained.

• Accelerating domestic markets, meeting in 2015 the
current roadmap’s 2020 expectation of 3.2 GW, and
approaching 10 GW by 2020, which is more than three
times greater than the original target.

• Supplying about 20% of the new electricity-generation
capacity in 2015 and lowering the U.S. carbon
generation by about 20% in the same year.

• Enhancing the market leadership for the U.S.-based
industry to 60% market share.

• Benefiting not only U.S. energy security, but also, the
economy by generating about 150,000 new, high tech
jobs in the United States by 2015.

Figure 1.  Annual growth of PV shipments to U.S. markets from
2001 to 2015.

Such an initiative would require a modest investment—
merely one-quarter the level of Japan’s 2002 PV budget
[11]—for a potentially significant acceleration in the
roadmap, addressing the directives of the NEP in
“increasing America’s use of renewable and alternative
energy….to reduce costs and increase
performance….promoting partnerships….[and again,
recognizing that] performance improvements of…
photovoltaic systems would facilitate much wider use.” [4].
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Summary
Changing times—as especially seen within these past

18 months—call for action.  We have a mandate from the
President’s National Energy Policy.  We have programs that
have implemented several new pathways in R&D for the
now-, near-, and next-generation technologies.  We have
begun and revitalized programs in two priority areas:
reliability and building-integrated PV.  We can do more in
bringing closer the time that PV will make a real impact.
The acceleration calls for an investment—but one that is
commensurate with the guidance of the National Energy
Policy.  It can be done because “it is easier to grasp the
future if you know what it should look like” [12].  The
investment in PV R&D and clean, solar electricity for our
nation’s future is good, sound business, not just business as
usual.
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Abstract 
Moving technology from the scientist’s mind to a 
manufacturing facility is a process that can take many 
different paths. The traditional vision of a technology 
pipeline has been realized for a few instances in 
inventions by the National Center for Photovoltaics 
(NCPV). More numerous examples of transferred 
technology are found in other types of interactions. 
All pathes must overcome a number of barriers to the 
acceptance and eventual use of new technology 
developed by sources outside the manufacturer. This 
paper examines some success stories of technology 
transfer and lessons learned from these experiences. 
These lessons point to possible improvements needed 
to expedite transfer of future technologies. 
 
Introduction 
For much of the public, a typical view of product 
development starts with the cartoon of the light bulb 
above the inventor signifying creation of an 
invention. With finger still in the air and “eureka” on 
his lips, the inventor begins a sequential process of 
turning this idea into a product. The invention is 
recorded. Research proceeds from basic science, 
through applied research, into engineering and 
process development. A handoff is made to the 
production people, who work through the pilot 
production and prototype stages. Adjustments to the 
plant design are finalized. Yield and throughput are 
optimized. Profitable quantities of product are 
shipped. By this time, the second generation of this 
product is well into the applied research phase or 
beyond. This process is the “technology pipeline.” 
The analogy is carried further by comments such as 
the importance of keeping the pipeline full. 
 
Most of us in research know that this vision of 
technology development is not typical. At least one 
study has shown a “rule of tens” related to 
inventions—10,000 ideas yield 1000 invention 
disclosures, 100 patent applications, 10 commercially 
significant products, and 1 technology that changes 
an industry [1]. These were the results for a decade of 
work by a group of 75 researchers. The NCPV is thus 
very fortunate to cite at least one success in this 
mode. 

 
 

Through the Pipeline 
The demonstration of multiple-junction solar cells 
with efficiencies exceeding single-junction devices of 
the same materials family proved elusive for the first 
decade of research in the topic. In 1984, a newcomer 
to the field, Jerry Olson, and his colleagues invented 
a structure deemed an unlikely improvement by 
conventional wisdom of the time. The combination of 
a Ga0.5In0.5P top cell and GaAs bottom cell was well 
known to not use the optimum bandgaps. Prior work 
in GaxIn1-xP had clearly demonstrated the gross 
deterioration of materials properties under the 
slightest tension, the condition needed for optimum 
bandgap. However, research on the basic properties 
of GaxIn1-xP and novel device designs paved the way 
for record-setting efficiencies [2]. During the same 
period, companies were developing single-junction 
GaAs PV technology for satellite power. Patents on 
the tandem cell structure were licensed from NREL. 
With NREL’s technical assistance and on-site work 
with the industry’s production tools, the concept 
became a product. By 1995, it dominated the space 
PV market. Further work advanced the device 
structure for use in concentrated sunlight. Spectrolab 
and NREL received an R&D100 Award in 2001 for 
the invention of the multiple-junction, terrestrial 
concentrator solar cell. 
 
Several factors favored the success of this transfer of 
technology. First, the industry had an adaptable, fully 
functioning production process developed for the 
single-junction product. Second, the process used by 
NREL for material growth used chemistry similar to 
that of the production systems, ensuring a common 
language between partners. Third, NREL scientists 
worked at the industry site with the development and 
production personnel, eliminating guessing about 
differences in processes. Finally, the sizes of the 
research devices and initial production devices were 
within a factor of ten.   
 
A second invention, during about the same period, 
may provide another example of this type of 
technology transfer. The invention is the three-stage, 
co-evaporation process for copper indium gallium 
diselenide solar cells. Again, NREL has set 
performance records for these solar cells using this 
process [3]. However, transfer of this technology has 
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presented a greater challenge.  Not only was a new 
product moving toward production, but the entire 
production process was in development.  
 
Through Other Channels 
The most common  process for technology transfer 
occurs in short-term collaborations. The NCPV staff 
performs research in all of the major PV areas and 
has developed a collective base of PV experience in 
excess of 1000 person-years, which is a resource 
unmatched anywhere. These interactions, which seek 
quick benefit from the experience, typically address a 
specific problem of limited scope. They may be 
completed in a single telephone call with a well-
known colleague. Or, they may extend to multi-
month studies drawing upon some of the unique tools 
in the lab and extensive exchange of samples. 
Frequently, the topic and results of these 
collaborations are held in confidence. On occasion, 
NREL serves only to perform measurements and 
return data. However, far more effective interactions 
are built on previous contacts that served to establish 
trust among the investigators. This permits analysis 
and discussion at a fundamental level, bringing the 
full scientific resources to bear on the problem. 
 
Many of the topics selected for investigation by the 
NCPV have been identified through the National 
Thin-Film Teams planning meetings or by topical 
workshops such as the Silicon Point Defects and 
Processing or the recent Workshop on Moisture 
Ingress in PV Modules. 
 
NCPV has designed and built apparatus to permit 
partners to apply our methods to their needs at their 
site. For example, Siemens Solar Industries routinely 
uses a tool for measuring minority-carrier lifetime in 
silicon ingots as a quality screen [4]. Another tool, 
PV Scan, is used to measure local dislocation density 
and photoresponse of silicon wafers at several sites 
[5]. Development of these tools presents a significant 
challenge to NCPV and its partners. The industry is 
not yet large enough to support an industry of 
equipment suppliers. This situation is compounded 
by the specialized needs of the diverse PV 
technologies. Past efforts to license the design for 
these tools to potential vendors have failed for these 
reasons. We are testing a new procedure that will 
circulate a “field unit” for industry testing, 
evaluation, and feedback. With positive guidance, 
one channel may be to solicit and fund a suitable 
vendor to fabricate units for distribution to the PV 
industry. 
 
Another benefit of the experience base is the transfer 
of technology between PV materials systems. The 

best current example is the research of Xuanzhi Wu 
in developing CdTe solar cells. His most recent 
previous assignment was research on advanced 
transparent conducting oxides (TCO) for infrared 
filters in thermophotovoltaic converters [6]. Here, he 
developed processes for making Cd2SnO4 with 
excellent optical and electronic properties. When 
combined with a separately developed Zn2SnO4 
buffer layer and the CdTe Team’s technology base, 
the dual-layer TCO helped to improve CdTe solar 
cells to record levels [7]. However, this example 
illustrates another challenge in applications of 
advanced technology—patience. Our industry 
partners have invested heavily in equipment to 
implement current processes. These investments and 
priority placed on other topics will delay adoption of 
the advanced processes, perhaps until second-
generation equipment is procured. Industry decisions 
could be simplified and perhaps accelerated if the gap 
between the laboratory and production results could 
be reduced. Unlike the first example of the tandem 
concentrator cell, the industry processes here are not 
yet in full production, the NCPV processes are 
different, and the area of the laboratory devices are 
several orders of magnitude smaller. DOE and the 
NCPV are evaluating facilities that would permit 
more controlled process evaluation with improved 
diagnostics and integration of multiple process steps. 
Such tools could simplify technology transfer. 
 
Summary 
The NCPV has learned many successful mechanisms 
for moving concepts from our laboratories to 
industrial production. The barriers to a successful 
transfer are many and varied. Some barriers include: 
Timing—the industry partner must be ready to adopt 
new technology. Individuals—both sides need an 
individual who collaborates well with the partner and 
is a champion for the technology within their 
organization. Communication—NCPV needs to 
speak the industry’s language in terms of processes 
and characterizing data that can be directly related to 
industrial tools. 
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ABSTRACT 
 

In the past year, the amorphous silicon (a-Si) research 
program at BP Solar has been directed toward improving the 
performance of both single-junction and tandem modules, 
and also increasing the throughput of the BP Solar TF1 
manufacturing facility.  The performance of a-Si solar cells 
has been improved by several percent by an optimization of 
the back zinc oxide contact layer.  In addition, a new 
technique has been developed that provides a low resistance 
contact when an a-Si p-layer is deposited on a zinc oxide 
substrate.  New plasma diagnostic tools were also developed 
to help characterize and control the plasma deposition 
process.  This ongoing research and development effort has 
led to the successful ramp-up of the TF1 manufacturing 
facility in Toano, Virginia, which is now operating at run 
rate of about 8 MW per year with electrical yields of 8.6 ft2 
tandem modules running above 90%. 

 
1.  Introduction 

BP Solar is continuing to improve the performance of 
a-Si solar cells and modules while simultaneously ramping 
up the production of a-Si/a-SiGe tandem modules at its TF1 
plant in Toano, VA. In this paper, we present some recent 
results on increasing the performance of both single-
junction and tandem a-Si based solar cells by improving the 
front and rear contacts of the cells. We have also developed 
an in-situ plasma diagnostic system that utilizes an array of 
fiber optic probes to measure the spatial uniformity of the 
plasma emission during deposition.  The ongoing R&D 
program at BP Solar has led to a ramp-up of the a-Si PV 
module manufacturing plant in Toano, Virginia to a run-rate 
of 8 MW/yr. 
 
2.  Increasing the Deposition Rate of a-Si:H 

The throughput of the BP Solar TF1 a-Si plant is 
mainly limited by the rate at which the a-Si alloy films can 
be deposited.  As shown by the data in Fig. 1, we have been 
able to increase the deposition rate of the a-Si:H i-layer to 
10 Å/s without suffering a serious decrease in stabilized 
conversion efficiency.  The devices in these experiments 
were all fabricated in a single-junction p-i-n configuration 
on commercial tin oxide (SnO2) coated glass.  The cells 
were subjected to ~ 600 hours of light soaking at ~ 0.8 suns 
at ~ 40°C. 

 
3.  Improving the Front Contact 

Until recently, our investigation of zinc oxide (ZnO) as 
a potential front contact layer for a-Si solar cells has had 
limited success.  We have typically observed enhancements 
of 10-15% in the photocurrents of a-Si cells made on ZnO/ 

Fig. 1.  The stabilized conversion efficiency of a-Si single-
junction cells as a function of the growth rate of the i-layer. 

 
glass substrates as compared to cells made on SnO2 coated 
glass substrates.   However, both the fill factor and open-
circuit voltages are usually lower for cells grown on ZnO 
[1].  We have recently developed a new process that allows 
us to make good electrical contacts to a ZnO layer while 
maintaining high photocurrents. 

The data in Fig. 2 show that the new process results in 
single-junction devices on ZnO with fill factors that are 
slightly better than those obtained on SnO2.  In fact, the fill 
factors are ~9% better than those for devices grown on ZnO 
using our standard process.  The ZnO in these experiments 
was grown at Harvard University using APCVD and was 
lightly textured (~3% haze).  The average conversion 
efficiency for devices made with the new process was ~9% 
higher than that obtained for control devices on commercial 
SnO2/glass substrates. 

 
4.  Improving the ZnO Rear Contact 

Both single-junction and tandem cells made at BP Solar 
utilize a ZnO/Al rear contact where the ZnO is deposited by 
either magnetron sputtering or by low-pressure chemical 
vapor deposition (LPCVD).  As shown in Fig. 3, the 
photocurrent of single-junction cells has been increased by 
7-8% by optimizing either the oxygen or the water vapor 
content of the sputtering atmosphere during the deposition 
of the back ZnO contact.   

 
5.  New Plasma Diagnostic Tool 

We have found that a-Si PV module performance 
depends critically on the reactor geometry especially for 
large-area deposition systems where variations in electrode  
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Fig. 2.  The fill factor for a-Si single-junction cells made 
with the standard process on SnO2 and ZnO substrates and 

with a new process on ZnO substrates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  The short-circuit current density for a-Si single-
junction cells made with varying amounts oxygen or water 
vapor in the sputtering atmosphere for the rear ZnO layer. 

 
spacing can lead to wide variations in stabilized 
performance [2].   In order to monitor and control variations 
in reactor geometry, we have developed a characterization 
tool that utilizes an array of fiber optic probes to detect the 
spatial variation of the optical emission over the deposition 
zone.  In Fig. 4 we show a contour plot of the emission at 
751.11 nm in an Ar-H2 discharge at 1.75 Torr.  As the 
discharge pressure is lowered, the plasma emission contour 
changes from convex to uniform and finally becomes 
concave at low pressures.  This tool allows us to determine 
and maintain the plasma deposition conditions required to 
obtain uniform a-Si alloy layers. 
 
6.  Improvements in the Operation of the TF1 Plant 

As shown by the throughput and plate yield data in Fig. 
5, good progress has been made in ramping up production at  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.  Contour plot of the 751.11 nm Ar emission line in a 

5:1 Ar:H2 discharge at a pressure of 1.75 Torr.   

Fig. 5.  Throughput and electrical yield as a function of time 
for the BP Solar TF1 plant in Virginia. 

 
the TF1 plant in Virginia, which manufactures 8.6 ft2 a-Si/a-
SiGe PV modules.  The drop in yields experienced in mid-
1998 necessitated a reduction in throughput in order to solve 
several processing problems.  The plant has recently been 
running with electrical plate yields > 90% at a run rate of 
about 8 MW per year. 
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ABSTRACT 
 
This paper presents an overview of the 

Fundamental and Exploratory  Research project within the 
U.S. Department of Energy’s National Center for 
Photovoltaics (NCPV). The idea behind the project is to 
identify, support, evaluate and coordinate an optimal 
spectrum of complementary projects that either contribute to 
the fundamental understanding of existing PV technologies 
or to explore the less conventional, or far out, technological 
possibilities. Two other programs, one for close 
collaborative university/industry partnerships in crystalline 
silicon and an educational/research program involving 
undergraduates at eight historically black colleges and 
universities, are also managed under this same task. In sum, 
this effort represents directed high-risk, long-term basic 
research targeting possibilities for optimal configurations of 
low cost, high efficiency, and reliability in PV related 
devices whatever form they may ultimately take.  

 
1. Introduction 
  In response to the need to explore all possibilities 
for the timely deployment of renewable energy technologies 
(RETs), whether they be within existent developing PV 
technologies or outside of the current array of solar electric 
technologies (SETs), there were three different projects 
initiated during the last two years; namely, the Future 
Generation, Beyond-the-Horizon, and Crystalline Silicon 
University Research initiatives. 
 
2. Future Generation Project 

 Initiated in mid-‘99, the Future Generation (FG) 
PV Technologies Project resulted from a consensus at an 
international meeting to review the potential viability of 
existing PV technologies and any research that might “leap 
frog” current technologies into the future. Through a better 
understanding of current material systems or through the 
explorations of wholly different SETs, or both, the driving 
force, the ultimate target, will always be a commercially 
viable SET. Representing the efforts of 18 different 
universities this program consists of a variety of 
investigations.  

Specifically, in the III-V area, four universities are 
investigating different facets of novel growth methods and 
characterization of nitrogen-containing III-V compounds 
with the attending possibilities for bandgap engineering and 
a long-term goal of 40% efficient devices. For example, 
U.C. San Diego and N.C. State are combining varying N 
content in GaInNAs and strained superlattices for bandgap 
engineering for just such high-efficiency solar cells. A 
collaboration between U.C. Santa Barbara (MOCVD and 

MBE growth of GaInAsN) and Harvard (spectroscopic 
investigations of the subsurface interface electronic 
structure by ballistic-electron-emission microscopy) has 
shown increased understanding of band structure through 
good correlation between band structure and experiment at 
layer interfaces. 

In amorphous silicon (a-Si) five universities are 
working on understanding the debilitating Staebler-Wronski 
effect via new characterization techniques and material 
studies. Using fluctuation transmission electron microscopy, 
the medium-range order, stability, and light-induced 
changes in long-range disorder in a-Si grown is under 
investigation at the U. of  Ill.-Urbana. Washington State U. 
has developed two sophisticated, complementary 
characterization techniques and has applied them to the 
same a-Si samples. One technique, femtosecond 
spectroscopy, characterizes the ultrafast carrier dynamics 
occurring in a-Si in its transition from amorphous to 
microcrystalline Si and the other, positron annihilation 
spectroscopy, is used to characterize corresponding defect 
states. In another project, Cornell utilizes their unique 
double-paddle oscillator characterization technique to 
examine the intrinsic elastic properties of a-Si as yet another 
signature of the physics of the a-Si material under different 
growth and treatment conditions. And, using yet another 
different approach, the U. of Minnesota is coming to 
understand the light-induced changes in long-range disorder 
in a-Si by correlating the material’s 1/f noise properties and 
its non-Gaussian statistics as a function of temperature. 

 In the study of crystalline Si itself, low-
temperature, high-throughput processes for thin, large-
grained Si using hot-wire chemical vapor deposition and 
modeling of the corresponding processes involved are being 
pursued at Cal Tech. In porous-Si studies, the U. of  
Rochester has already created a quite effective AR 
coating/textured surface for Si that is of interest to industry.  

Exercises in the realm of less conventional material 
systems include the successful development of unique 
nanocrystalline composites at U.C. Berkeley. 
Nanocrystalline-based biomimetic solar electric devices that 
mimic nature’s processes are under investigation at 
Vanderbilt University, while nanostructure arrays for 
potentially cost-effective multijunction solar cells are under 
development at West Virginia U., with already 
unanticipated spin-off applications. The aim here is to use 
low-cost organic materials while still having viable 
conversion efficiency. Another project that is both 
scientifically and commercially significant is the variety of 
p-type transparent conductive oxide (TCO) films produced 
at Northwestern via their NREL contract. On a different 
note work in the modeling of chemical reactions in PV 
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module encapsulants and their devices is ongoing at Penn 
State as a topic with a very practical bearing on the devices 
as deployed. 

In addition to the five cases already mentioned, the 
simultaneous ongoing development of measurement/ 
characterization techniques and their application is 
occurring on other fronts as well. One example is also at 
Penn State where they produce proto-crystalline Si (i.e., thin 
films containing areas of both of a-Si and nano-cystallites 
on the verge of crystallizing) with real-time monitoring of 
the optical properties, via ellipsometry and modeling. 
Synchrotron radiation studies of PV device interfaces, most 
notably of CdTe, have been carried out at SUNY-Buffalo. 
On a macro-scale, both a novel sequential mono-layering 
CIGS growth technique and an equally novel capacitance 
characterization technique to characterize these CIGS 
devices have evolved at Oregon U. in a joint effort between 
its chemistry and the physics departments. Finally, 
standards for these emerging technologies are under 
development at Arizona State. 
 
3. Beyond the Horizon Project 

In mid-2002 and, to some degree, a variation and 
extension of the Future Generation project, was an initiative 
entitled Beyond-the-Horizon.  The idea was to research 
possible materials, devices, and characterization techniques 
that might serve to ultimately go significantly beyond 
existing technologies that presently exist “beyond the 
horizon” of our current understanding and that may hold the 
key to our ultimate goal of 60% efficient / $ 0.50 / watt 
devices.  Involving 11 universities and 5 companies, the 
ambition is to explore as much of this uncharted territory of 
possible as budget permits with the purpose of producing a 
new generation of SETs.. Alternatively, another goal is to 
provide the experimental and theoretical underpinnings for 
advances within existing technologies. Of the 16 awards, 
some examples are: liquid-crystal-based solar cells 
(Arizona), polymer solar cells (U.C. Santa Cruz), novel 
group IV solar cells (Iowa State), tandem organic solar cells 
(Princeton), molecular solar cells (Johns Hopkins), 
nanoscale silicon solar cell design (Iowa State), nonvacuum 
CIGS processing (Unisun) and low-temperature CIGS 
deposition (U. Ill.), a one-year optical rectenna solar cell 
feasibility study (ITN), nanoscale characterization of 
GaInNAs (Michigan), and a solid-state electrolyte for dye-
sensitized solar cells (Dupont). The project just now 
beginning, we do not know how the games will turn out but 
we do know we have good players.   

 
4. Crystalline Silicon University Research  Project 

Third, and also recently released, are awards for 
the Crystalline Silicon University Research Program. This 
effort brings seven universities and a number of crystalline 
silicon companies into a number of collaborations focused 
on increasing efficiency and reliability and lowering costs in 
the manufacturing environment. Emphases include screen-
printed metallization, techniques for hydrogenation, 
handling of thin wafers, neutralizing bad areas, and 
developing new emitter technologies. We expect the 
collaborations to be very fruitful. 

5. Historically Black Colleges and Universities (HBCU) 
Project 
 The HBCU project involves eight different 
universities where undergraduates participate in a number of 
PV experiments and research as well as summer internships 
at NREL. One purpose is to bring the students into the PV 
research community over time. A recent example is that of 
an undergraduate summer intern's published study of the 
effect of higher deposition temperatures on CdTe growth 
using atomic force microscopy (Fig. 1 below).  

 
6. Conclusion 

Overall, the program consists of 42 universities and 
5 companies working on a wide spectrum of investigations 
of both existing and futuristic solar electric technologies. 
Much more than a number of isolated scientific 
investigations this project consists of directed basic research 
that is strongly encouraged to work in concert with other 
investigators, group efforts, and industry wherever possible. 
The idea is to regard the whole set of projects, the whole 
program, including all of the activities at NREL, such as the 
Measurement and Characterization Division, as one large 
network, one effort.  

 However, amid all of these efforts one might stand 
back and inquire why even have a fundamental and 
exploratory research program at this point? The answer is 
that it would be very imprudent to assume that our current 
menu of solar electricity technologies is anywhere near 
final. It is reasonable to assume that we may well yet find 
anything from a few to a number of new and exciting 
technologies both in the near term and out “beyond the 
horizon.”—that is, way out there. Clearly the most efficient 
access to, and development and subsequent deployment of, 
such technologies is a program specifically focused on 
pursuing just these possibilities as vigorously and as soon as 
possible and with funding commensurate with the pivotal 
role that basic research plays in the birth of a complex 
technology. Why, then, should it be largely university 
based?, it might be asked. Because our universities easily 
represent our greatest repository of scientific knowledge and 
innovation. The birthplace of bold new dreams, new 
thinking, new energy, and the next generation of 
technologists, our universities have been, and in all 
likelihood will continue to be, key to reaching our 
objectives. A number of the cases in this program represent 
high risk, long-term research but are also clearly worth 
investigating. 
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ABSTRACT 
 

The High-Performance Photovoltaic (HiPerf PV) 
Project was initiated by the U.S. Department of Energy to 
substantially increase the viability of photovoltaics (PV) for 
cost-competitive applications so that PV can contribute 
significantly to our energy supply and our environment in 
the 21st century. To accomplish this, the NCPV directs in-
house and subcontracted research in high-performance 
polycrystalline thin-film and multijunction concentrator 
devices. This paper describes the recent research 
accomplishments in the in-house directed efforts as well as 
the research efforts underway in the subcontracted area. 
    
1.  Introduction  

The HiPerf PV Project aims at exploring the ultimate 
performance limits of existing PV technologies, 
approximately doubling their sunlight-to-electricity 
conversion efficiencies during its course. This work 
includes bringing thin-film tandem cells and modules 
toward 25% and 20% efficiencies, respectively; and 
developing multijunction pre-commercial concentrator 
modules able to convert more than one-third of the sun’s 
energy to electricity (i.e., 33% efficiency).  

The project consists of three-phases that focus on a 
specific approach to solving the challenges associated with 
high efficiencies.  Phase I, "Identifying Critical Paths,” 
seeks to identify problems, approaches, and alliances.  The 
first HiPerf PV subcontract solicitation [1] was recently 
completed and allows the NCPV to provide 2 years of 
funding to the top-ranked companies and universities.  

The in-house portion of HiPerf PV is coordinated 
through three teams.  These include a High Performance 
Thin-Film Team which leads the investigation of tandem 
structures and low-flux concentrators; and the expansion of 
the High Efficiency Concepts and Concentrators Team, 
which leads the high-flux concentrator development. Thin- 
Film Process Integration, will perform fundamental process 
and characterization research, working toward resolving the 
complex issues of making thin-film multijunction devices 
successfully. 

The HiPerf PV Project investigates a wide range of 
complex issues and provides initial modeling and baseline 
experiments of several advanced concepts to clarify the 
challenges and identify critical paths for the longer-term 
development and application of high-performance PV 
technologies.  The first phase is critical as it provides a 
means to accelerating towards the most promising paths for 
implementation, followed by commercial-prototype 
products. Throughout the program’s time will be the 
opportunity to reach the established program targets by both 

revolutionary technology change and multiple incremental 
improvements. During the project period the alignment of 
paths with extensive collaboration should produce 
significant contributions to the entire PV industry. 
       
2.  Project Goals and Objectives 

The HiPerf PV Project is expected to enable progress of 
high efficiency technologies towards commercial-prototype 
products. The following table summarizes the near-term key 
targets for the HiPerf PV Project. Throughout the course of 
the first phase, adjustments will be made to these targets as 
we learn more about the issues and potential research 
approaches. 
 

Near-Term Key Targets Date 

T1.  Demonstrate a 20% Efficiency Thin-Film 
Cell under Low Concentration (Completed) 

2001 

T2.  Identify Key Issues and Pathways to 
Achieving  a 25% Thin Film Multijunction Cell  

2002 

T3.  Identify Key Issues and Pathways to 
Achieving a 33% Concentrator Module 

2002 

T4.  Establish Diagnostic Development 
Workgroup Towards Implementation of Thin- 
Film Process Integration 

2002 

T5.  Demonstrate a 34% Cell under Concentration 2003 

T6.  Full Implementation of Thin-Film Process 
Integration 

2004 

T7. Fabricate a Polycrystalline Thin-Film Tandem 
Cell of 15% Efficiency 

2004 

T8. Cultivate/solicit Industrial Partners towards 
15%-Efficient Prototype Thin Film Tandem Cell 
Suitable for Integration into a Pre-Existing 
Concentrator Module Technology 

2005 

 
Table 1.  Near-term key targets for the HiPerf PV Project 
 
3.  In-House Accomplishments 

The first target listed in Table 1, “Demonstrate a 20% 
Efficiency Thin Film Cell under Low Concentration” has 
been completed in FY01.  NREL through a combined effort 
of the CIS Team and High Performance PV task 
demonstrated a 21.5% CIGS-based solar cell on glass 
substrate under 14 suns (direct spectrum).  This result 
indicates that CI(G)S devices may be a viable alternative to 
single-crystal Si devices for systems that provide low to 
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moderate (5-100 suns) solar concentration, especially when 
the device can be transferred to a metallic substrate without 
loss of efficiency. 

A significant contribution to tandem thin-film 
polycrystalline device modeling was made by combining 
state-of-the-art J0 values with a multilayer optical model.  
Efficiency versus top and bottom cell bandgap contour maps 
were calculated under AM1.5 illumination.  These results 
[2] have guided the polycrystalline team to identify 
materials with the optimum bandgaps suitable for a 
polycrystalline tandem device.  This work was voted “Best 
Paper” at the 12th International  PVSEC, 2001 in JeJu 
Korea. 
 
4.  Subcontract  R&D  

Eleven groups, selected competitively, were involved in 
negotiations for the HiPerf PV Phase I, Identifying Critical 
Pathways. Ten of eleven awards have been completed and 
have begun activities.  The in-house and subcontracted 
research activities are beginning to work closely together 
(i.e., through informal groups) toward the achievement of 
the project goals. The majority of the subcontracts have 
scheduled deliverables to NREL for the specific purpose of 
collaborating with the in-house teams.  

The following is a table of the subcontracts currently 
active in Phase I, beginning with the polycrystalline thin 
film awards followed by the multi-junction concentrator 
awards. 
 

Subcontractor Title 

*Astropower InGaP/GaAs-on-Ceramic Thin-Film 
Monolithically Interconnected,  Large 
Area, Tandem Solar Cell Array 

University of 
Delaware 

Thin Film Multijunction Solar Cells 
Development of a High Bandgap Cell  

University of 
Toledo 

Polycrystalline Thin-Film Tandem 
Photovoltaic Cells  

University of 
South Florida 

Development of a II-VI-Based High 
Performance, High Band Gap Device 
for Thin-Film Tandem Solar Cells 

University of 
Florida 

Identification of Critical Paths in the 
Manufacturing of Low-Cost High-
Efficiency CGS/CIS Two-Junction 
Tandem Cells 

Global Solar Progress Toward 20% Efficient 
CuInxGa1-xSe2 Photovoltaic Devices 
on Foil Substrates 

University of 
Illinois 

Cu(In,Ga)Se2 Heterojunction Solar 
Cells for Extreme High-efficiency 
Photovoltaic Concentrators 

Entech, Inc. Near-Term Integration of III-V Cells 
Operating at 440X, Into Entech's Field 
Proven Concentrator Module  

SunPower 
Corporation 

Lens-Based Concentrator Modules: 
Exploring Critical Optical and System 
Integration Issues  

Spectrolab, Inc. High Efficiency, Low Cost, III-V 
Concentrator PV Cell & Receiver 
Module 

Emcore A Three-Junction Solar Cell for High 
Concentration Applications 

 
Table 2.  Subcontracts currently Active in the HiPerf PV 
Project under Phase I, Identifying Critical Pathways. (* 
denotes currently under negotiations) 

 
5.  Conclusions 

Phase I, Identifying Critical Paths, of the HiPerf PV 
Project is underway with in-house and subcontracted 
research efforts in high-performance polycrystalline thin-
film and multijunction concentrator devices. The 
subcontracted effort has ten of eleven subcontracts active 
and are making headway.  

Towards achieving long-term DOE-goals [3], the HiPerf 
PV Project is focused to assure that tandem thin film 
modules reach efficiency levels consistent with cost-
competitive goals, and that concentrator cells reach 
performance levels that would allow concentrator PV to be 
deployed appropriately to produce cost-competitive 
electricity. 
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ABSTRACT 
 Historically the reference conditions for rating 
concentrator cells and modules have been informally agreed 
upon.  These conditions for cells are 25°C cell temperature, 
ASTM E891 direct reference spectrum, and 1-sun is 1000 
W/m2 total irradiance.  Concentrator modules have been 
rated in various ways, typically with respect to prevailing 
direct normal irradiance.  This paper discusses the 
background of concentrator reference conditions, problems 
with the direct reference spectrum, and avenues to achieve a 
consensus for rating concentrator cells and modules. 
 
1.  Background 
 The only consensus standards related to concentrators is 
the direct-beam spectrum [1], a module qualification 
document [2], and the obsolete original cell and module 
standard [3].  The DOE High-Performance PV Project plans 
to develop a 33% concentrator module and a 40% 
concentrator cell to be developed.  The reference conditions 
for these ambitious performance goals have been interpreted 
to mean the defacto concentrator reference conditions 
adopted by NREL, PVUSA, Sandia, and the Fraunhofer 
Institute in Germany, and the Progress in Photovoltaics 
Efficiency Tables [4-9].  These informally accepted 
conditions are 25°C cell temperature, 1-sun = 1000 Wm-2 
total irradiance, and the direct-normal spectrum given in 
reference [1].  The area definition that is used for cells is the 
area that is designed to be illuminated, which is normally the 
total area minus any peripheral bus bars or contacts.  For 
modules, the area is taken to be the area of the lens or mirror 
receiver.  Rating procedures for concentrator modules vary 
from group to group. 
 Recent work has shown that the direct reference 
spectrum is not representative of sunny conditions in regions 
with a high direct-normal annual energy where concentrators 
might be deployed (the sun belt) [10,11]. A survey of 37 sites 
in the United States with 433,562 observations found that 
when the 2-axis hemispherical irradiance is 1001 W/m2 
(σ=1.3), the direct irradiance =834 W/m2 (σ=22.8), air 
temperature =24.4°C (σ=4.0), wind speed=4.4 m/s (σ=1.1), 
and, most significantly, the turbidity @ 500 nm 0.08 
(σ=0.02) and relative optical air mass=1.43 (σ=0.09) [10].  
The direct reference spectrum integrates to 767 W/m2 and 
has a turbidity of 0.27, which substantially reduces the 
amount of “blue” in the spectrum [1]. The orginal terrestrial 
reference spectrum for one-sun and concentrator cells and 
modules listed in reference [3] has turbidity of 0.12. The 
justification for AM 1.5 as the reference air mass for 
concentrators is justified by the following graph, showing 
that 50% of the annual energy is less than AM1.5. 

Figure 1. Cumulative annual direct-beam energy from TMY2 
data base [15].  Note that for Colorado and New Mexico, 
20% of the energy is delivered below air mass 1. 

 
 At a given total irradiance and cell temperature under the 
direct or global reference spectra or under clear-sky natural 
sunlight, single junction concentrator PV cells or modules 
produced the same power within ±2%. This result makes 
moot the question of the applicability of the direct reference 
spectrum under which to optimize cells.  The reason is 
because in the past, the only concentrators were single-
junction Si, GaAs, or independently measured multijunction 
cells.  The highest efficiency measured at NREL was 
34.0±1.5% for a GaInP/GaAs/Ge cell at solar irradiances 
between about 130 and 630 suns under the global reference 
spectrum, and 30.7±1.5% under the direct reference spectrum 
[9].  Recent experience of ENTECH at the module level has 
shown that triple-junction GaInP/GaAs/Ge cells optimized 
for the extraterrestrial spectrum consistently outperformed 
cells optimized for the direct reference spectrum.  The reason 
for this was that the direct-beam clear-sky spectra in Fort 
Worth, Texas and at NREL in Denver, Colorado, at direct 
beam irradiances above 850 W/m2 are much closer to the 
tabular global or extraterrestrial spectra than the tabular 
direct-beam reference spectrum. 
 
2.  Concentrator Reference Spectrum 
 Changing standard reference conditions is problematic 
and should not be taken lightly.  In the early 1980s, there 
were a wide range of “AM1.5” spectra that various groups 
around the world referred to, giving a spread in short-circuit 
currents of 3% to 9% depending on the spectra and PV 
technology.  The world is now in agreement for the standard 
reference spectra for evaluating nonconcentrating cells and 
modules at the national (U.S., Japanese, and European 
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Commission standards) and international (IEC, ISO) level.  
This is not the case for concentrators.   
 At least one group in Japan reports the performance of 
concentrator cells only with respect to the global spectral 
irradiance.  NREL has recently proposed 3 direct and global 
reference spectra as an ASTM draft standard [11].  These 
spectra represent the current reference conditions and two 
other meteorological conditions with a reduced turbidity.  
NREL has also proposed, in publications and through IEEE 
and IEC standards organizations, a set of spectra, irradiances 
and temperatures corresponding to 5 reference days in the 
Typical Meteorological Year Data Base [12].  These 5 days 
correspond to ‘hot-sunny,” “cold-sunny,” “hot-cloudy,’ 
“cold-cloudy,” and “nice” days.  It would be difficult, but in 
principle, concentrator cells or modules could be rated with 
respect to these reference days.  Another option would be to 
rate a concentrator at a specific hour for one of these days 
such as noon on the hot-sunny day.  This would ensure that 
optimal cells under reference conditions also produce a 
maximum amount of energy in the field.  Concentrator 
modules and systems have been rated at PVUSA with respect 
to their performance at a direct-normal irradiance of 850 
W/m2, 1 m/s wind speed and an air temperature of 20°C [5].  
This procedure has no provisions for correction to a given 
reference spectrum.  This means that concentrator modules 
evaluated at direct irradiances greater than 850 W/m2 are 
being rated under conditions more representative of the IEC 
global spectrum or the direct spectrum with a more 
representative turbidity.  Consensus standards for 
concentrator measurements are currently under development 
in the United States [13] and Europe. 
 
4.  Recommendations 
 This unfortunate but temporary confusion in rating PV 
concentrator cells can be rapidly resolved.  At NREL, 
concentrator modules will be evaluated outdoors under 
prevailing clear-sky conditions without a correction to the 
existing direct reference spectrum following PVUSA 
procedures [5].  A first-order spectral correction of outdoor 
concentrator module data to AM1.5 following the procedure 
developed at Sandia will be investigated [2].  The Sandia 
procedure also allows for a single set of procedures to be 
followed for flat-plate, non tracking low-concentration, and 
high-concentration modules [2].  Cells for concentrator 
modules should be optimized for the global spectrum for 
maximum module efficiency because the global spectrum is 
much closer than the direct  [1] spectrum to conditions where 
concentrator modules will be evaluated [14].   
 Until a consensus can be reached, concentrator cell 
efficiencies measured at NREL will be measured under the 
global and direct reference spectrum, with the direct 
spectrum counting for targets.  The standards labs must meet 
in person or via email to make a decision to change the direct 
reference spectrum to reflect a more realistic turbidity.  
Interest at present is driven by NREL researchers.  The U.S. 
concentrator industry and the national labs (Sandia and 
NREL) must reach a consensus on what set of reference 
conditions should be used in evaluating concentrators. 
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ABSTRACT

Cu(In,Ga)Se2 (CIGS) solar cells have been designed for
operation under concentrated sunlight.  The absorber layers
were deposited via the three-stage evaporation process that
has been responsible for record one-sun device
performance.  The device structure was modified for
operation under concentration by reducing the thickness of
the CdS window layer, enhancing the short-circuit current
(Jsc) at the expense of open circuit voltage (Voc). At 14 suns
concentration, the open circuit voltage of the best device
was 736 mV.  The fill factor was 80.5% and the efficiency
was 21.5%. This is the first report of a polycrystalline thin-
film solar cell with a verified efficiency in excess of 20%.

1. Introduction
In recent years, CIGS solar cells have reached

impressive levels of performance.  Efficiencies of laboratory
cells routinely exceed 18% [1,2,3].  Although the motivation
for CIGS research has been focused on low-cost, flat-plate
applications, these performance levels make CIGS an
attractive option for low-to moderate-flux concentrator
systems. III-V multi-junction devices have recently
demonstrated efficiencies in excess of 32% [4] but their
expense requires that they be used with optical systems that
generate flux levels of 250-1000 suns.  High flux levels add
significantly to the expense of the optics and tracking
mechanisms employed as well as the heat generated by the
system.

For systems designed to concentrate sunlight in the 2-
200 sun range, there is currently no alternative to single-
crystal Si.  One of the goals of this work is to explore such
an alternative.  Additionally, work is underway to develop a
multi-junction, polycrystalline thin-film device technology.
We have constructed an empirical model to predict the
performance of these devices as a function of band gap
pairs.  The model uses NREL's data base to arrive at an
expression for the reverse saturation current (J0) as a
function of band gap for previously measured
polycrystalline thin-film devices.  As opposed to more
idealized models, this technique indicates what should be
practically achievable performance levels for real-world
devices.  This model indicates that at one-sun, we may
expect efficiencies as high as 26% for two-junction, series-
connected devices.  At 50 suns, this value approaches 31%.
The implications of a 30% efficient, inexpensive
concentrator cell technology is expected to provide
motivation for  further development of low-flux
concentrator optics and modules.

2. Experimental
The high-efficiency CIGS devices fabricated at NREL

employ a CdS buffer/window layer that is laid down by
chemical bath deposition (CBD).  The band gap of CdS is
too low (2.4 eV) to assure transmission of all the useful light
in the spectrum.  Therefore, one attempts to limit the

absorption in this layer by making the window thin.
However, making the window layer too thin impacts the
voltage of the device.  It is postulated that this decrease in
voltage is caused by shunt paths through the CdS.  For these
concentrator cells, we decided to trade off Voc for an
enhanced current, with the hope that these shunt paths
would become saturated at higher flux levels.

Soda-lime silicate glass was used as the substrate.  A 1-
µ-thick molybdenum (Mo) layer was deposited by
sputtering, and this serves as the back contact.  The
CuInGaSe2 films were grown by NREL's three-stage co-
evaporation process.  First, an (InGa)2Se3 layer was
deposited at 400°C, and this was followed by evaporation of
Cu and Se at 550°C to make the film slightly Cu-rich.  The
composition was restored to a slightly Cu-poor one by the
addition of (InGa)2Se3 again.  To fabricate ZnO/CdS/CIGS
structures, a 30-nm-thick CdS layer was first deposited by
CBD.  The bath composition was as follows: 0.0015 M
CdSO4, 1.5 M NH4OH and 0.075 M thiourea.  The
temperature of the bath was increased from room
temperature to 60°C in about 15 minutes, during which a
thin CdS layer was deposited on the CIGS absorbers.  A
ZnO top electrode was deposited by r.f. sputtering in two
layers.  First, a 50-nm-thick ZnO film was deposited from a
pure ZnO target, and this was followed by the deposition of
a 200-nm-thick, Al-doped ZnO layer.

The CIGS concentrator cells were completed by the e-
beam deposition of a Ni/Ag grid.  The grid lines were 10
µm wide and 5 µm thick on a 150-µm pitch.  The device
area was 0.1 cm2 using the standard concentrator cell area
definition: total mesa area minus the area of the bus bars.
The cells were isolated using lithography and a 20-second
dip in 10% HCl.  Finally, a 100-nm-thick layer of MgF2 was
applied as an anti-reflection coating.

3. Results and Discussion
Table 1 shows the performance parameters of the best

CIGS concentrator cell as a function of concentration ratio.

Suns Voc (mV) Fill Factor
(%)

Efficiency
(%)

1.0 647 76.3 17.9
1.67 666 77.2 18.7
2.28 677 77.9 19.1
2.93 686 78.4 19.5
3.76 693 78.7 19.8
4.36 700 79.4 20.2
9.46 722 80.6 21.1

14.05 736 80.5 21.5

Table 1.  Performance parameters for a CIGS concentrator
cell under the direct spectrum.

The high fill factor at 14 suns (80.5%) implies that this
device is not yet series-resistance limited.  Figure 1

15



represents the I-V characteristics of the best CIGS
concentrator cell at peak efficiency.

-0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

C
ur

re
nt

 (
Is

c)

Voltage (V)

Voc = 0.7359 Volts

Isc = 51.88 mA

Jsc = 510.1 mA/cm^2

Fill Factor = 80.47%

Vmax = 0.6333 V

Imax = 48.51 mA

Pmax = 30.72 mW

Efficiency = 21.5%

Figure 1.   I-V characteristics of  a CIGS concentrator cell at
peak efficiency (14.1 suns).

This is the first verified report of a polycrystalline thin-film
solar cell with an efficiency above 20%.  We measured
these devices under a flash simulator for a variety of flux
levels up to 50 suns concentration and their efficiency was
still above 20%.  Figure 2 is a plot of the efficiency as a
function of concentration ratio for these measurements.
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Figure 2.  Efficiency as a function of concentration ratio for
a CIGS concentrator cell.

These CIGS concentrator cells were fabricated from
device structures that were deposited on glass substrates.
Glass is problematic from a thermal transport perspective.  For
this technology to succeed we will need to replicate these
results on a conductive substrate such as stainless steel.  We
have begun working on CIGS structures deposited on stainless
steel with encouraging results.  Although there is a
performance differential between the best devices on soda
lime glass substrates and the best results obtained on stainless

steel, that differential is expected to narrow as a function of
operation under concentration.  There has been considerable
speculation about the possibility that certain traps and other
recombination mechanisms may be saturated during operation
under concentrated light, thereby leading to enhanced
performance.  We intend to pursue studies related to these
issues in the near term.  However, we do know that parasitic
shunts are certainly ameliorated by operation under
concentration.  Since one of the problems encountered when
using stainless steel seems to be shunting, we expect that these
devices will perform well under concentration.

Similarly we are engaged in experiments that are designed
to investigate the affect of concentrated illumination on
devices that use alternative buffer/window layers.  We will be
looking at Cd-free devices among other alternatives.

Conclusions:  Although the marriage of thin-film PV devices
and concentrating optics may strike many as being counter-
intuitive, there are several reason to pursue this approach.  The
cost of a concentrator system is dominated by the optics,
tracking mechanism, and other balance-of-systems
considerations.  However, a recent analysis of manufacturing
issues for concentrating PV systems indicates that between
33% and 35% of their cost is related to the PV cells.
Reducing the cost of the cells by an order of magnitude would
thereby imply a 30% reduction in total system cost.
Additionally, the development of a multi-junction
polycrystalline thin-film device technology offers the promise
of significantly enhanced performance as well as reduced cost.
Finally one might also consider issues of material availability
and scale up.
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ABSTRACT 

The Department of Energy’s (DOE) Concentrating Solar 
Power (CSP) Program is investigating the viability of 
concentrating photovoltaic (CPV) converters as an 
alternative to thermal conversion devices such as Stirling or 
Brayton cycle engines that have historically been supported 
by the program.  Near-term objectives for CPV-related 
activities within the program include development of in-
house analytical tools and experimental facilities in support 
of proof-of-concept demonstrations of high-concentration 
CPV components and systems. SolTrace, a Monte Carlo- 
based optical simulation tool developed at the National 
Renewable Energy Laboratory (NREL), has been used 
extensively to analyze primary, secondary and receiver 
optics associated with in-house and industrial CPV 
configurations.  NREL’s High-Flux Solar Furnace (HFSF) 
has been adapted and used for preliminary testing of dense-
packed arrays.  Several research and development 
subcontracts have been awarded for the development and 
fabrication of components and systems.  Hardware resulting 
from these subcontracts has been delivered to NREL and is 
undergoing evaluation at a CSP test facility located on 
South Table Mountain, Golden, Colorado.  
 

INTRODUCTION 
DOE funding of concentrating parabolic dish systems 

dates back to the earlier 1980s.  To date, efforts have 
focused on the development of dish/Stirling systems 
because of the Stirling cycle’s potential for very high 
thermal-to-electric efficiencies - greater than 40% for 
engines operating at temperatures higher than 700oC.  Peak 
net solar-electric efficiencies, which include concentrator, 
receiver, and parasitic power losses, have been measured as 
high as 30% for these systems [1]. 

Although developmental dish/Stirling systems have 
demonstrated very high overall conversion efficiencies, they 
continue to be hampered by problems of reliability (e.g., 
leakage of working gas through dynamic and static seals or 
control-systems hardware failures). The manufacturing costs 
associated with building a limited number of engines to the 
level of engineering tolerance required by Stirling engines 
has also prevented significant penetration into non-solar 
applications such as prime movers for automobiles or stand-
alone generator sets for distributed applications.  Significant 
penetration into such markets is essential to lowering the 
ultimate cost of Stirling engines [2].  Although some 
dish/Stirling systems have demonstrated sufficient 
performance to warrant continued DOE support aimed at 
improving reliability and lowering costs, the CSP program 
has recently looked toward alternative converter 
technologies for use with concentrating dish systems.   

Concentrating photovoltaic receivers are an obvious 
candidate due to their potential for high reliability, high 
efficiency, and low cost at moderate production levels.  In 

addition, manufacturers within the photovoltaic and 
concentrator communities seem eager and willing to 
participate in developmental and commercialization efforts.  
A recent review by Swanson [3] clearly described the 
potential advantages (e.g., lower cost, higher efficiency, 
materials availability, manufacturing scale-up) of 
concentrating photovoltaic systems over flat-plate systems, 
especially for large installations.  A subsequent study 
provided data demonstrating a 37% increase in the annual 
output of a tracking concentrating system versus a non-
tracking flat-plate system oriented south and tilted at 
latitude [4].  The improved performance was demonstrated 
in Sunnyvale, California, a non-optimal area for tracking 
solar collectors due to the presence of cloudy weather 
associated with northern California’s coastal regions.  Such 
data not only establish the technical viability of photovoltaic 
receivers as an attractive option for dish concentrators, but 
also establish credible evidence that CPV systems may be 
an alternative to large flat-plate PV installations if the 
reliability of tracking systems can be demonstrated. 

 
CSP ACTIVITIES 

The CSP program’s general expertise in the analysis 
and testing of concentrating systems and associated 
components offers an excellent opportunity to apply existing 
analysis tools and facilities in support of CPV development.  
Several issues are commonly raised when discussing the 
technical viability of CPV systems.  Such issues include 
optical design requirements for delivering uniform flux to a 
dense-packed PV array plane, construction of the dense-
packed array itself, the added cost and complexity 
associated with 2-axis tracking hardware and controls, 
cooling of the photovoltaic array to minimize output losses 
resulting from increased cell temperatures and integration of 
each of these components into a reliable operating system.  
Many of these issues are currently being addressed by the 
CSP program through a combination of in-house and 
subcontracted R&D efforts.   

 
Flux Uniformity 

SolTrace, an NREL-developed Monte Carlo simulation 
tool, has been applied extensively to analyze CPV 
configurations.  Space does not permit a detailed description 
of the analysis; however, results indicate that it is possible 
to achieve acceptable levels of flux uniformity with minimal 
receiver intercept losses, for both existing dish designs and 
when primary optics are configured for uniform (CPV 
application) rather than peak (thermal application) flux 
profiles. 
 
CPV Converter Development 

  The CSP program has established subcontracts with 
three CPV-related companies to develop a range of 
converter configurations representing current, near-term, 
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and future configuration options.  Amonix is developing an 
improved dense-packed module using its high-efficiency 
silicon solar cells.  Spectrolab’s multijunction cells have the 
potential to significantly improve module efficiency.  
Finally, United Innovations’ unique cavity concept is a 
higher risk, higher payoff approach.  With sufficient 
programmatic funding, it should be possible to continue 
testing of prototypes and develop these to the point of 
integration into commercial systems. 
 
Tracking and Controls 

Tracking hardware necessary for operation of 
concentrating systems must be proven reliable if such 
systems are to compete effectively with flat-plate devices. 
Two 2-axis tracking drives, developed under subcontract to 
NREL, have been delivered to NREL’s South Table 
Mountain site for long-term reliability and performance 
tests.  A video-based system has been designed to monitor 
the tracking accuracy of these and future systems. 

 
System Integration 

NREL is supporting Concentrating Technologies, Inc. 
(CTek) with the development of an integrated CPV-based 
system. CTek has delivered and installed a primary 
concentrator and associated controls  (Figure 1) at the South 
Table Mountain location.   

 

Figure 1: CTek's primary concentrator consists of more 
than 500 flat mirrors directed toward a secondary flux 
homogenizer.  The system will be tested at NREL's South 
Table Mountain site. 

 
A receiver consisting of secondary flux-smoothing optics, a 
dense-packed array based on SpectroLab’s III-V triple-
junction terrestrial cell, and active cooling hardware will be 
delivered before the end of the year. The first-generation 
system has not been completely optimized, but should 
provide a proof-of-concept demonstration of a high-
concentration (>300 suns) system.  This will provide an 
excellent opportunity for collecting and analyzing extended 
operational and performance data on a fully functional CPV 
system.   

 

AN OPPORTUNITY FOR COLLABORATION 
The development of CPV systems offers a unique 

opportunity for collaboration between DOE’s CSP and PV 
programs.  Table 1 describes a potential division of 
activities along lines of expertise between the two programs.  
Near-term activities describe activities already under way 
within both programs.  Mid-term activities describe high-
priority efforts that will require funding over the next 
several years.  Long-term activities describe the overall 
objective of achieving program goals of 33% for net solar-
to-electric conversion efficiency. 
 

 PV Program CSP Program CSP-PV 
Collaboration 

Near- 
Term 

 
1-3 

years 
 
 

− Multijunction cell 
R&D 

− Broad LOI for PV 
concentrator 
concepts (HiPerf  -
phase 1) 

− Measurements & 
characterization  

 

− Flux uniformity 
− Dense-array 

designs  
− Tracking and 

controls 

− Technical 
coordination 

− PV and CSP 
LOI/RFP proposal 
reviews 

− On-sun testing 
(stand-alone 
systems, spectrum, 
on-sun testing at  
HFSF) 

Mid- 
Term 

 
2-7 

years 
 
 

− Demonstrate 34% 
cell under 
concentration 

− LOI for PV 
concentrator 
concepts (HiPerf – 
phase 2) 

− Small-scale proof-
of-concept 

− Thermal 
management 

− Flux uniformity 
− Scale-up issues 

(10-25 kW 
systems)  

− Technical and 
programmatic 
coordination 

− Receiver 
integration issues 

− Durability/lifetime 
testing concepts 

− CPV  balance of 
system  

− CPV standards 
(spectrum, test 
methods, 
certification) 

Long- 
Term 

 
8-11 
years 

 

− 40% multijunction 
cell  

− pre-commercial 
33%  concentrator 
module efficiency 

− Optimized large-
scale concentrator 
and controls 

− High-efficiency 
large-scale 
systems  

 
Table 1: Current activities and potential collaborations 
between CSP and PV programs fall along current lines 
of expertise. 
 

Substantial progress has been made in coordinating 
CPV activities within the CSP and PV programs. Achieving 
DOE’s efficiency goal of “one-third of a sun” will require 
overcoming additional hurdles – both technical and 
programmatic.   However, this challenge is within reach 
given the combined expertise that exists within DOE’s solar 
programs.   
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Pinnacle West/APS Renewable Program

B. Hill
Pinnacle West Capital Corporation

400 East Van Buren Street, Phoenix, Arizona 85004

Pinnacle West Capital Corporation  (the parent company
of Arizona Public Service) has been actively involved
with renewable energy generation since 1982.

1. PROJECTS

Sky Harbor Airport
This grid- tied system was commissioned in 1982.

Early failures of the PV modules rendered this system
useless.  APS then determined that hardware available on
the PV market could not be trusted for utility grade
service.

• 225kW Solar
• X20 Concentration
• 2-axis tracking.
• 10 Million dollar lesson

STAR (Solar Test and Research) center. Tempe, AZ
From the bad experience APS had with the airport

system, APS constructed and staffed a facility to test solar
PV hardware before proceeding with any large purchases.

Carol Springs Mountain, AZ
Constructed for APS in 1996 to serve 8 mountaintop

telecom customers.  System performed poorly for first 2
years until many issues were resolved.

• 25kW Solar
• 600kWh Energy Storage.
• 30kW 3 phase inverter
• 60kW generator.
• Approximately 80% of load supplied by Solar

Resource.

Star Hybrid Test Facility
Constructed by APS in 1997 as a result of the Carol

Springs Mountain experience. Constructed to integrate
and test high-risk components prior to field deployment.

• 60kW Solar (Various voltage levels)
• 900kWh Energy Storage. (Various voltage levels)
• 50kW 3 phase inverter (Can accommodate up to a

300kW inverter)
• 150kW generator. (Can accommodate up to a

300kW generator)
• 455kW load bank.
• Operates the STAR center buildings as an off-grid

load.

Yuma Proving Grounds
Constructed by APS in1998 to serve the Smart

Weapons Test Range US ARMY. System tested at STAR
prior to field deployment.

• 105kW Solar
• 1.7MWh Energy Storage.
• 150kW 3 phase inverter
• 225kW generator.

Approximately 99% of load supplied by Solar
Resource. Generator starts for battery maintenance only
with existing load.

San Juanico, Baja California Sur, Mexico
Constructed by CFE /APS in 1999 to serve fishing

village of 400 people. (100 residential and commercial
customers.) System tested at STAR prior to field
deployment.

• 22kW Solar
• 100kW Wind
• 432kWh Energy Storage.
• 90kW 3 phase inverter
• 80kW generator.

Approximately 35% of load supplied by renewable
resource Very low 6% capacity factor on wind due to lack
of resource.

Dangling Rope, Page, AZ
Constructed in1996 to serve housing facility for 40

people, marina (equipped with a commercial fuel dock
sewer pump-out, store, snack bar, and boat repair facility),
well, sewer treatment facility, and workshop.

• 160kW Solar
• 2.4MWh Energy Storage.
• 250kW 3 phase inverter
• 2-255kW generator.

Approximately 80% of load supplied by Solar
Resource. The National Park Service has been unhappy
with performance.  Pinnacle West has prepared an action
plan to enhance the safety and reliability of this power
plant. Power plant equipment was dismantled and brought
to STAR for upgrade and testing.  Pinnacle West is
currently designing a new Hybrid building for this plant.

Pinnacle West is providing consulting services for the
Department of Defense, National Park Service, Utah State
Office of Energy, Arizona Office of Energy, and other
electrical utilities that are considering the construction of
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new Hybrid power facilities and/or operating existing
Hybrid power facilities.

Grid-Tied Projects
APS currently has over 1MW of solar photovoltaics

installed and supplying energy onto the grid. These
systems are install throughout the state of Arizona and
located in the communities we serve.

• Flagstaff
• STAR
• Tempe
• Gilbert
• Prescott
• Glendale
• 20 Rooftop and parking structure systems.

2.  CHALLENGES FOR USING SOLAR AS A
UTILITY GENERATION SOURCE:

• High capital cost
• Proposed large solar installations have been met

with community resistance.
•  Non-Dispatchable (“soft source”) generation

source.

3.  ARIZONA ENVIRONMENTAL PORTFOLIO
STANDARD (EPS)

• 1.2% of APS total generation by 2012 shall be
renewable.

• The EPS calls to install roughly 100MW of
renewable by 2012.

• Intended to by paid for by a surcharge on customer
billing.
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ABSTRACT 
 

 The preparation and optimization of high performance, 
high stability amorphous silicon-based thin films and solar 
cells has been guided by insights obtained from real time 
optical studies.  An important concept in establishing guid-
ing principles is the deposition phase diagram.  The phase 
diagram in its most advanced form describes the values of a 
key deposition variable (such as the H2-dilution ratio R) and 
the accumulated bulk layer thickness db at which different 
microstructural transitions are detected for a given substrate 
material.  Such transitions include  (i) an amorphous rough-
ening transition [a→a] (in which case the film remains 
amorphous on both sides of the transition),  (ii) an amor-
phous - to - (mixed-phase amorphous + microcrystalline) 
roughening transition [a→(a+µc)], and (iii) a (mixed-phase) 
-to-(single-phase microcrystalline) smoothening transition 
[(a+µc)→µc].  In general for a given substrate material,  
i-layers in solar cells optimized for the key deposition vari-
able are obtained just prior to the a→(a+µc) transition, such 
that the Si:H film remains amorphous throughout deposition 
to the desired thickness.  We have described such films as 
"protocrystalline", implying that if the deposition was con-
tinued, then a mixed-phase (a+µc)-Si:H film microstructure 
would evolve. 
 
1. Introduction:   
 Overview of Previous Research 
 In our previous research efforts, real time spectroscopic 
ellipsometry (RTSE) has been applied to establish guiding 
principles for fabrication of high performance, high stability 
amorphous silicon (a-Si:H) based p-i-n solar cells by rf 
plasma-enhanced chemical vapor deposition (PECVD).  The 
first studies have provided a strategy for the optimization of 
amorphous silicon-carbon alloys as i-layers of p-i-n solar 
cells.  In this strategy the H2-dilution gas flow ratio, ex-
pressed by R=[H2]/{[SiH4]+[CH4]}, should be maintained at 
the highest possible value while avoiding a transition to the 
microcrystalline film growth regime at high R [1].  Subse-
quent research on unalloyed a-Si:H emphasized the fact that 
the amorphous-to-microcrystalline transition is dependent on 
the substrate and on the accumulated thickness [2,3].  As a 
result, the optimized conditions for i-layer fabrication de-
pend on the chosen solar cell structure and on the desired i-
layer thickness.  To illustrate these points, simple deposition 
phase diagrams have been developed by RTSE for  
a-Si:H i-layers [4].  For a given substrate, these diagrams 
plot the accumulated thickness at which the [a→(a+µc)] 
transition occurs as a function of the deposition variable 
R=[H2]/[SiH4].  The simple phase diagrams have shown 
that, in an optimum two step i-layer process, the H2-dilution 
ratio R should be maintained at its highest possible value 
while ensuring that the a→(a+µc) phase boundary is not 
crossed as the i-layer accumulates.   

2. Introduction:   
 Overview of Recent Research 
 Our more recent studies have taken three directions.   
 First, we have extended the previous simple phase dia-
gram concept for applicability in studies of higher rate 
a-Si:H i-layer growth.  As a result, we include an observed 
amorphous-to-amorphous roughening transition [a→a] in 
addition to the amorphous-to-(mixed-phase microcrystal-
line) transition [a→(a+µc)].  Results so far suggest that the 
highest performance, highest stability materials not only 
require operation near the a→(a+µc) boundary but also re-
quire an a→a roughening transition at the largest possible 
thickness.  For a-Si:H i-layers, such a situation occurs for 
R=10 at the lowest rf plasma power (rate: 0.5 Å/s), and un-
der these conditions the film surface is stable throughout 
growth, with the a→a transition occurring above 4000 Å.  
Increases in rate toward 5 Å/s, obtained simply by increas-
ing the plasma power, shift the a→a roughening transition to 
much lower i-layer thicknesses, an effect that correlates with 
rapidly deteriorating solar cell performance.  
 Second, we have explored multi-step i-layer processes in 
p-i-n solar cell fabrication that, along with solar cell model-
ing, have provided insights into the various difficulties en-
countered in this effort.  Detrimental effects on solar cell 
performance may result from (i) a large discontinuity in mo-
bility gap (~0.7 eV downward) within the i-layer due to an 
inadvertent a→(a+µc) phase transition, or even (ii) several 
smaller discontinuities (~0.1 eV upward and downward) due 
to changes in H2-dilution ratio R designed to suppress the 
development of microcrystallites as the a-Si:H i-layer accu-
mulates.   
 Finally, recent progress is also being made in adapting 
phase diagram concepts for optimization of the n-i-p a-Si:H 
solar cell configuration, and in particular for determining the 
optimum phase of the p-layer in this configuration.  Our 
latest results suggest that optimum single-step p-layers are 
obtained in the protocrystalline regime, as well, just prior to 
the onset of microcrystallinity. 
 
3. Recent Results: Higher Rate Si:H Deposition 
 As an example of our recent research efforts outlined 
above, we present a comparison of phase diagrams for Si:H 
film growth on crystalline silicon substrates under different 
conditions of rf PECVD.  The goal of such studies is to ele-
vate a-Si:H i-layer growth rates while retaining high per-
formance and high stability in a-Si:H p-i-n and n-i-p solar 
cells.  Figures 1 and 2 provide comparisons between pairs of 
superimposed phase diagrams for three series of Si:H film 
depositions.  In each figure, the two important transitions are 
depicted for the superimposed phase diagrams:  the a→a 
transition and the a→(a+µc) transition. 
 The deposition conditions for the two series in Fig. 1, are 
identical except for the rf plasma power.  For the first depo-
sition series (circles), the rf power is set at its minimum 
value for a sustainable plasma, 0.08 W/cm2, leading to a 
deposition rate of 0.5 Å/s at the optimum H2-dilution of 
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R=10.  For the second deposition series (squares), the power 
was increased by a factor of ten to 0.8 W/cm2, leading to a 
deposition rate of 3.5 Å/s at R=10.  Fixed deposition pa-
rameters include the partial pressure of SiH4 which was set 
at ~0.05 Torr (total pressures from ~ 0.05 Torr at R=0 to ~1 
Torr at R=40) and a substrate temperature of 200°C.  The 
effects of increased plasma power in Fig. 1 are clear.  First, 
at lower R (0≤R≤10) the a→a transition is shifted to smaller 
thickness by an order of magnitude or more.  Second, at 
higher R (20≤R≤40) the a→(a+µc) transition is shifted to 
larger thickness. 
 In Fig. 2, the phase transitions for the highest power (0.8 
W/cm2) deposition series (squares) are compared with the 
transitions for a third deposition series (circles) also at an 
elevated power (0.34 W/cm2), but with a much higher total 
gas pressure of 4 Torr (fixed).  In spite of the differences in 
plasma power for the two series in Fig. 2, the deposition 
rates are nearly the same, ~3.5 Å/s at the a→(a+µc) bound-
ary (occurring at R=10 and 60, for the low and high pressure 
series, respectively).  The increase in pressure leads to sub-
stantial changes in the phase diagram, in particular, a sig-
nificant shift in the a→(a+µc) transition to much higher R.  
As a result, a wide window in R (20-60) opens within which 
the a→a transition occurs at relatively large thicknesses 
(>1000 Å). 
 
4. Discussion:  Higher Rate Si:H Deposition 
 In Fig. 1 at the low plasma power, a narrow window in R 
near R=10 is evidenced, within which a smooth, stable sur-
face is retained throughout deposition of a relatively thick  
i-layer.  Under these conditions, the a→a roughening transi-
tion occurs at a thickness >4000 Å for R just prior to the 
a→(a+µc) transition.  This behavior, namely growth with a 
stable surface just within the amorphous side of the 
a→(a+µc) transition, is characteristic of i-layer deposition 
optimized for high performance and high stability of solar 
cells.  The approach is likely to be associated with a number 
of desirable plasma and surface characteristics such as: (i) 

film growth predominantly from SiH3 radicals with mini-
mum contributions from SiHn (n≤2) and higher silanes, (ii) 
low ion bombardment of the surface, (iii) effective hydro-
genation of the surface for a long adsorbed SiH3 radical dif-
fusion length, and (iv) effective sub-surface relaxation of 
strained Si-Si bonds by H in-diffusion.   
 When the plasma power is increased under the lower pres-
sure plasma conditions, the narrow window of optimum 
deposition closes due to the loss of one or more of these 
desirable plasma and surface characteristics.  At higher pres-
sures, the a→(a+µc) shifts to higher R possibly due to the 
increased probability of a reaction of atomic hydrogen with 
SiH4 before the H reaches the film surface.  It is this shift 
that reopens a broad window in R where the a→a transition 
occurs at relatively large thicknesses.  Under these high 
power, high pressure conditions, SiH4 depletion may be 
beneficial since it reduces the concentration of higher silane 
radicals reaching the film surface.  In addition, ion bom-
bardment is reduced as well.  Thus, such an approach ap-
pears to be promising for higher rate rf PECVD of  
i-layers for solar cells. 
 

REFERENCES 
* Research supported by National Renewable Energy 
Laboratory Subcontracts XAF-8-17619-22 and AAD-9-18-
668-09. 
[1] Y. Lu, S. Kim, M. Gunes, Y. Lee, C.R. Wronski, and 
R.W. Collins, Mater. Res. Soc. Symp. Proc. 336, 595 
(1994). 
[2] J. Koh, Y. Lee, H. Fujiwara, C.R. Wronski, and R.W. 
Collins, Appl. Phys. Lett. 73, 1526 (1998). 
[3] J. Yang, K. Lord, S. Guha, and S.R. Ovshinsky, Mater. 
Res. Soc. Symp. Proc. 609, A15.4.1 (2000). 
[4] J. Koh, A.S. Ferlauto, P.I. Rovira, R.J. Koval, C.R. 
Wronski, and R.W. Collins, Appl. Phys. Lett. 75, 2286 
(1999). 
 

P=0.08 W/cm2

P=0.8   W/cm2

a→(a+µc) 
a→a 

0 10 20 30 40

5

10

50

100

500

1000

5000

B
ul

k 
la

ye
r t

hi
ck

ne
ss

, d
b 

(Å
)

H2-dilution ratio, R

Fig. 1 A comparison of phase diagrams of rf PECVD 
a-Si:H i-layers under low (circles) and high (squares) plasma 
power conditions.  The partial pressure of SiH4 was fixed at 
~0.05 Torr. 

Fig. 2 A comparison of phase diagrams of rf PECVD 
a-Si:H i-layers under low (squares) and high (circles) gas 
pressure conditions.  The plasma power was set to maintain 
similar deposition rates at the a→(a+µc) boundary 
(3.5 Å/s). 
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ABSTRACT 
 
    This paper reviews the impact of Thin-Film Partnership on 
the increasing production of triple-junction amorphous silicon 
(a-Si) photovoltaic products at United Solar Systems Corp. 
(United Solar).  A roll-to-roll continuous deposition 
production line with an annual capacity of 5MW has been in 
operation since 1997 to commercialize the spectrum splitting, 
triple-junction structure developed under the Thin-Film 
Partnership program.  Recent improvements in cell 
performance and manufacturing technology through continued 
support from the Partnership and the PVMaT programs are 
being incorporated into the design of a 25MW production line 
that is expected to be operational in mid-2002.  Details of 
various innovations on the triple-junction structure and their 
impact on the large-volume production will be described.   
 
1. Introduction 
    In November 1992, NREL established four a-Si research 
teams to facilitate and accelerate scientific and technological 
collaborations among industry, universities, and NREL.  The 
team structure was designed to focus on the research and 
development of a spectral-splitting, triple-junction structure.  
The successful team effort laid a solid foundation for the Thin-
Film Partnership.  United Solar has participated in the team 
activities and the Partnership program since their inception.  
Highlights of the collaborations include the achievement of a 
13% stable active-area cell efficiency [1] and a 10.5% stable 
aperture-area module efficiency [2].  The impact on 
manufacturing at United Solar is twofold.  One is that the cell 
structure was changed from a same bandgap a-Si/a-Si double-
junction configuration in 1991 to an a-Si/a-SiGe/a-SiGe triple-
junction structure in 1997 [3].  The other is the production 
capacity is increased from a pilot production of 1 MW/year in 
1991 to a 5 MW/year production currently operating around 
the clock, and a 25 MW/year plant under active construction.  
Major innovations on improving cell performance and 
manufacturing technology are described below. 

2. Highlights of Innovation 
••••  Triple-junction Structure -- Our design of the solar cell is 
based on a spectral-splitting, triple-junction structure shown in 
Fig. 1.  The top cell, made by a-Si alloys of an optical bandgap 
of ~1.8 eV, absorbs blue photons.  The middle cell, made by a-
SiGe alloys of an optical bandgap of ~1.6 eV, incorporates 
~20% Ge and absorbs green photons.  The bottom cell, also 
made by a-SiGe alloys but with a Ge concentration of ~40%, 
has an optical bandgap of ~1.4 eV, and absorbs red photons.  
In this design, each component cell absorbs a specific portion 
of the solar spectrum, ranging from 350 to 950 nm.  The total 
thickness of the semiconductor layers is about half micron.  
An indium-tin-oxide λ/4 anti-reflection coating is deposited on 
top of the triple-junction to form the top contact and complete 
the solar cell structure.   
••••  Flexible Substrate -- We use a ‘roll-to-roll’ continuous 
deposition process in production.  This necessitates the use of 
a thin, flexible, and continuous substrate.   A 0.005-inch thick, 
14-inch wide, and 2000-ft long roll of stainless steel (ss) is 
used as substrate. 
••••  Back Reflector -- The reflectivity of ss is relatively poor.  
A textured metal/oxide back reflector [4] is deposited onto ss 
to facilitate light trapping.  Low energy photons that are not 
absorbed by the first pass are scattered back to provide 
multiple reflections in the solar cell. 
••••  a-Si Alloys -- The top cell incorporates high quality a-Si 
alloys.   Recently, extensive studies have shown that intrinsic 
materials made using a hydrogen dilution method exhibit 
improved intermediate range order.  Solar cells made near the 
amorphous-to-microcrystalline transition exhibits higher initial 
and stable efficiencies [5].   
••••  a-SiGe Alloys -- The middle and bottom cells incorporate 
a-SiGe alloys with different amounts of Ge.  A novel bandgap 
profiling design was developed [6] to modify the absorption 
profile and aid the hole transport in the device, which, without 
profiling, was the limiting factor for obtaining high quality 
devices.  Recently, we find that by hydrogen profiling 
concurrently with the Ge concentration, we are able to 
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improve the a-SiGe alloy solar cell performance [7].  The 
effect of the improved a-SiGe alloy cell in a multijunction 
structure will be investigated.   
••••  Microcrystalline Window Layer -- A high conductivity 
microcrystalline p layer with low optical absorption was 
developed [8], resulting in a significant improvement in solar 
cell open-circuit voltage (Voc) and efficiency.  Voc’s of 
greater than 1 V have been obtained routinely for the top a-Si 
alloy cell. 
••••  Tunnel Junctions -- In a multijunction structure, the 
neighboring doped layers connecting the adjacent component 
cells form the tunnel junction, which is necessary for 
multijunction operation but causes electrical and optical losses.  
We have developed low loss tunnel junctions with reduced 
optical absorption and enhanced electrical conductivity, which 
improved cell performance [9]. 
••••  Roll-to-roll Semiconductor Processor -- The roll-to-roll 
semiconductor processor is shown schematically in Fig. 1.  A 
2000-ft long thin ss web is loaded into the pay-off chamber, 
moving continuously at 2-ft per minute through the nine 
deposition chambers, and rolled up in the take-up chamber.  A 
proprietary dynamic gas gate design is incorporated to 
eliminate interdiffusion of gases between adjacent chambers. 
••••  Pinch Valves -- A pinch valve design developed jointly 
with Energy Conversion Devices, Inc. under the PVMaT 
program [10] is installed between the deposition chambers and 
the pay-off and take-up chambers.  The design eliminates the 
need of cooling the entire system after each run for changing 
the ss web.   This reduces a significant amount of turn-around 
time and prevents the vacuum system from being exposed to 
air after each run. 
••••  Online Sensors -- Novel online diagnostic sensors were 
also developed under the PVMaT program [10] to monitor 
photovoltaic characteristics in-situ.  A good correlation has 
been established with subsequently obtained solar cell 
characteristics. This allows us to monitor in-situ any 
abnormality during deposition and take immediate corrective 
measures if necessary.   
 
3. Partnership Collaborations  
    United Solar has collaborated with more than ten 
National Team partners and published more than 30 joint 
papers.  A list of examples is given in ref. 5 and 11-15.  
Scope of collaboration ranges from fundamental studies to 
jointly fabricating hybrid solar cells.  In 1998, an R&D 100 
award named United Solar and NREL Thin Film 
Photovoltaic Partnership as the joint recipient of the award. 
 
4. Summary 
    We have developed and incorporated various innovations 
in a-Si alloy triple-junction cell structure and manufacturing 
technology with the support of Thin-Film Partnership and 
PVMaT programs.  Our current 5 MW/year plant can no 
longer meet the demand of the expanding market.  A 25 
MW/year plant is being constructed, which will incorporate 
the state-of-the-art technology.   
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ABSTRACT 

 
    Amorphous silicon (a-Si) and silicon germanium (a-SiGe) 
alloy n i p solar cells are investigated using various hydrogen 
dilutions during film growth to obtain intrinsic layers near the 
amorphous-to-microcrystalline transition.  The on-the-edge 
‘transition’ solar cells exhibit a reduction in the open-circuit 
voltage (Voc) and a large dispersion of the Voc values.  Cells 
made beyond the threshold show low values of Voc.  The best 
solar cells are obtained using deposition conditions near but not 
on the edge.  The transition for a-SiGe alloy solar cells occurs 
at a higher dilution than the a-Si alloy cells.  An improved a-
SiGe alloy solar cell is obtained by using a hydrogen dilution 
profile concurrent to the normal bandgap profiling.  
 
1. Introduction 
    a-Si alloy solar cells and modules are receiving a great deal 
of attention as a low cost source of electrical generation.  
Achieving high efficiency is a key requirement to bring down 
the cost.  We have reported a stable cell efficiency of 13% [1] 
using a triple-junction structure in which the bottom and the 
middle cells use a-SiGe alloys.  Hydrogen dilution of the 
process gases has been extensively used to obtain high quality 
materials and solar cells.  Hydrogen dilution is also known to 
promote growth of microcrystallites.  The best quality material 
is grown at a dilution just below the threshold of amorphous-to-
microcrystalline transition [2,3].  We have also shown [4] that 
the Voc of solar cells decrease as the transition takes place; 
measurement of Voc can, therefore, be used as a tool to 
determine at what thickness the material becomes 
microcrystalline.  We have used this technique to investigate 
the transition in a-Si and a-SiGe alloys and find that the critical 
dilution depends on the Ge-content in the alloy.  The highest 
quality [1] a-SiGe alloy cells use a profiling of Ge-content as a 
function of thickness to obtain a graded bandgap cell so as to 
aid minority carrier transport. We have, therefore, changed the 
amount of hydrogen dilution as the germanium concentration 
changes to obtain the optimum material throughout the 
thickness of the cell.  This resulted in higher cell efficiency.  
 
2. Experimental and Discussion 
    Single-junction n i p solar cells were grown on stainless steel 
(ss) substrates in a multichamber system.  Small-area (≤0.25 
cm2) cells are obtained by depositing top contacts over the 4 
cm x 4 cm substrate area.  Gas mixtures of disilane in hydrogen 
and disilane and germane in hydrogen, respectively, were used 
to deposit the intrinsic layers of the a-Si and a-SiGe alloy solar 
cells.  The hydrogen dilution was varied to obtain the threshold 
for amorphous-to-microcrystalline transition.  The range of cell 
thickness investigated was between 1000 and 5000 Å, typically 
used in making high-efficiency solar cells. 
      Figure 1 shows the thickness dependence of the Voc of a-Si 
alloy solar cells as a function of hydrogen dilution.  R refers to 
the standard dilution that we use in our laboratory for obtaining 
the highest cell efficiency.  For each experiment, several 

devices are measured and data recorded.  For low dilutions 
(0.5R to R), the Voc is essentially independent of the intrinsic 
layer thickness for up to 5000 Å, indicating that the intrinsic 
layer is still amorphous.  In these samples, the variation of Voc 
on a given substrate is very small.  As the dilution is increased 
to 1.2R and for a thickness of less than 3000 Å, the Voc remains 
nearly constant.  Beyond 3000 Å, however, some cells exhibit 
lower Voc.  For a thickness of 5000 Å, the dispersion in Voc 
becomes large, and the lowest value of Voc is lower than that of 
the 3000 Å cell.  For the 1.4R samples, the value of Voc 
becomes progressively lower and shows a spread even for a 
1600 Å-thick device.  In fact, the dispersion for the 5400 Å 
sample is as large as 200 mV.  A higher dilution of 1.6R 
resulted in a further decrease in Voc.  In addition, as the cell 
thickness reaches 5000 Å, there is a substantial 
microcrystalline inclusion in the device, which is reflected by 
the smaller spread in Voc and its low value.  At the highest 
dilution (2R), Voc drops to ~0.5 V even for the smallest 
thickness.  A factor-of-two change in hydrogen dilution can 
result in a substantial change in Voc, from 1 V to 0.5 V.  When 
the material is ‘on the edge’, any small variation in deposition 
conditions can push the material over the edge.  For the best 
quality material, it is thus advisable to find the "edge" 
conditions and then reduce the hydrogen dilution somewhat to 
arrive at a more desirable region.  
    The thickness dependence of Voc on a-SiGe alloy solar cells 
with ~40% Ge has also been studied and the results are plotted 
in Fig. 2.  The following observations are made.  First, due to 
the narrow bandgap of the a-SiGe alloy, Voc takes on lower 
values.  Second, for a dilution of 1.4R, Voc remains rather 
constant and without much dispersion for a thickness of up to 
~3000 Å.  This is in contrast to the case of a-Si alloy where 
1.4R has already resulted in a spread in Voc (see Fig. 1).  Third, 
the amorphous-to-microcrystalline transition occurs at >1500 Å 
for the 1.9R cell, which is characterized by a lowering and 
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Fig 1. Thickness dependence of Voc of a-Si alloy cells       
            deposited with different hydrogen dilutions. 
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spread in Voc.  This is again in contrast with the a-Si alloy in 
that a dilution of 2R has already pushed a-Si alloys over the 
edge.  We should also point out that the optimization of a-SiGe 
alloy solar cells is more complex than the a-Si alloy cells.  
Other deposition parameters can significantly influence the cell 
performance.  While the dependence of Voc on the thickness 
and dilution can serve as a guide to establish the threshold for a 
given set of deposition parameters, one must also optimize 
other conditions to assure good cell performance. 
    From Figs. 1 and 2 it is observed that for a cell thickness of 
~2000 Å, the spread in Voc occurs near 1.4R for a-Si alloys, 
and near 1.9R for a-SiGe alloys.  The fact that the critical 
dilution for amorphous-to-microcrystalline transition increases 
with incorporation of Ge is not surprising.  It is well known [5] 
that one can obtain more ordered material if the adatom 
mobility of the impinging species on the growing surface is 
large.  Hydrogen dilution is believed to passivate the growing 
surface so as to increase the adatom mobility, and this explains 
the improved order with increasing hydrogen dilution resulting 
eventually in the formation of microcrystallites. The 
predominant species for the growth of high quality a-SiGe 
alloys are SiH3 and GeH3.   Since GeH3 is heavier than SiH3, a 
higher hydrogen dilution is necessary as the Ge-content 
increases to give the GeH3 species enough mobility at the 
growing surface.  
    We have previously shown [6] that profiling of Ge-
concentration as a function of thickness increases the built-in 
field within the cell and helps the hole transport.  The highest 
cell efficiency was obtained when the Ge-concentration was 
changed continuously with the amount being maximum near 
the p-i interface. Since the optimum hydrogen dilution depends 
on the Ge-concentration, we have changed the hydrogen 
dilution during the growth of the intrinsic layer as a function of 
thickness with the dilution being the largest when the Ge-

content is the highest.  The results on two cells of the same 
thickness, with and without profiling of hydrogen dilution 
during growth, are shown in Table I.  The cells were deposited 
on ss substrates with silver/zinc oxide back reflector.  
Measurements were made under global AM1.5 illumination 
with a λ > 610 nm cut-on filter to more appropriately evaluate 
the a-SiGe alloy solar cells.  It is clearly seen that hydrogen 
dilution profiling improves the fill factor of the cell, indicating 
a better transport property of the minority carriers. 
    It is also interesting to point out that profiling of hydrogen 
dilution improves the quality of both a-Si and a-SiGe alloy 
solar cells, but the profiling directions are different.  For a-Si 
alloy cells, since there is a tendency toward transition to 
microcrystallinity with increasing thickness, the dilution has to 
be reduced as the film thickness increases.  For the a-SiGe 
alloy with the graded bandgap structure, on the other hand, 
since the Ge-concentration increases as a function of thickness, 
the hydrogen dilution has to increase as the thickness increases. 
 
3. Conclusion 
    We have used the measurement of Voc as a tool to obtain the 
amorphous-to-microcrystalline transition in a-Si and a-SiGe 
alloy solar cells.  For a given thickness, the critical amount of 
hydrogen dilution at the threshold is found to increase as the 
Ge-concentration increases. This has helped us in designing 
high efficiency graded bandgap a-SiGe alloy solar cells in 
which hydrogen dilution increases with increasing Ge-content 
during the growth of the intrinsic layer. 
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TABLE I. J-V characteristics for λ > 610 nm of graded 
bandgap a-SiGe alloy solar cells with and without 
hydrogen profiling. 

 
Hydrogen         Jsc  Voc         FF Pmax 
Profiling     (mA/cm2) (V)           (mW/cm2)  
   Yes         9.25              0.782     0.642        
4.64 
    No         9.35              0.785     0.608        
4.46 
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ABSTRACT

Energy Conversion Devices, Inc. (ECD) and United Solar
Systems Corp. (United Solar) have been developing, testing,
and implementing new technology to increase the
performance of United Solar’s 5 MW production
equipment.  The 5 principal areas in this research and
development program are: (1) improved web heating and
temperature monitoring systems; (2) new online diagnostic
systems; (3) testing and implementing reactive ZnO
sputtering from Zn metal targets; (4) improved rf PECVD
cathode designs; and (5) the development of new pinch
valves.  Items (1) and (3) have been discussed elsewhere[1];
progress in the other 3 areas is summarized in this report,
with the emphasis on operational results.

INTRODUCTION

ECD has developed and built 6 generations of roll-to-roll
amorphous silicon PV production equipment.  A
metal/oxide backreflector, a 9 layer a-Si/a-SiGe alloy triple
junction solar cell, and top transparent conductive oxide
coating are deposited onto 125 µm thick stainless steel webs
in a series of three roll-to-roll deposition machines[2].  In
the PVMaT 5A research program we have developed
technology that increases the efficiency and throughput of
this production process.  These new technologies are now
well along in their development; most have been
successfully tested or implemented in the present 5 MW
production line, and all are being implemented in the new
25 MW production equipment that ECD is building for
United Solar, scheduled for turn-on in early 2002.

ONLINE DIAGNOSTIC SYSTEMS
United Solar’s production machines are very highly
instrumented and automated.  Control, however, is open
loop in the sense that measurements of the process inputs
are the principal source for feedback.  We are now
developing a new set of online diagnostic systems that
measure PV device characteristics.  These systems will
allow immediate recognition of production problems and
enable the operators, and eventually expert systems, to
continuously optimize the process.  We expect that these
new capabilities will significantly reduce the commissioning
time of the new 25 MW equipment.
The systems being developed include a scatterometer for
backreflector surface texture measurements, reflection

spectrometers for film thickness measurements, and PV
Capacitive Diagnostic (PVCD) for online measurements of
the PV cell electrical characteristics.

The Backreflector Scatterometer has been installed in
the 5 MW production backreflector machine since May
2001, and has been previously described[1].  This system
measures the specular and the diffuse reflection as a
function of angle from the backreflector.

The scatterometer has been proven to be a useful online
QA/QC device:  changes in online measurements from the
scatterometer correlate with changes in offline PV device
characteristics (e.g. VOC and RS) [see Fig. 1]; the device is
sensitive to changes in process parameters (e.g. sputtering
power and target changes), and it has demonstrated the
ability to detect non-conforming material (e.g. material
produced when there was a small vacuum leak).  An
updated version is planned for the new 25 MW production
equipment.

Fig. 1. Observed correlation between increased back-
reflector scattering and decreased VOC.

The PV Capacitive Diagnostic (PVCD) is a is a non-
contacting device that measures the electrical characteristics
of the PV device in the take-up chamber of the a-Si machine
before deposition of the ITO layer.  This device has also
been previously described[1,3].  The 3rd generation PVCD
has been installed in the 5 MW a-Si production machine
since November 2000.  The measured noise is about 0.2%
rms, similar to the noise in offline QA/QC data [see Fig. 2].
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Measurements are taken about once/minute, and this noise
can be reduced with averaging.

The PVCD has demonstrated the ability to detect non-
conforming material, and is able to measure most PV cell
characteristics.  It is in routine use as an online QA/QC
instrument, though we have not yet used it for real-time
optimization.

Fig. 2. A comparison of online data from the PVCD
with offline QA/QC data over a period of 5
production runs in 2001.  [2.4% per division].

Thickness Monitoring Reflection Spectrometers are
being developed to measure the thickness of the ZnO, a-Si,
and ITO layers.  In the a-Si machine, without extensive
operation, we observe a precision of about 0.1% [see
Fig. 3].

Fig. 3. Thickness measurement in the a-Si machine
[0.5%/vertical div.; 2 hr/horizontal div.].
Experiments during this run resulted in
thickness changes.

NEW PINCH VALVE TECHNOLOGY

The new pinch valve technology, which allows rolls of
substrate to be changed without venting the deposition area
of the machine to air, was put into routine operation in the
summer of 2001.  The use of this device reduces the “turn-
around” time, as shown in Fig. 4, and also has other
benefits.  The machine throughput may have increased by as
much as 10%.

IMPROVED CATHODE GEOMETRY

We have also continued our work in optimizing the
geometry of the a-Si deposition cathodes.  A single new
style cathode has been operating in the 5 MW production
machine since the beginning of 2001, and will be the
standard cathode in the new 25 MW production machine.
With this cathode we have demonstrated substantially
increased deposition uniformity [see Fig. 5], and have also
developed recipes that reduce the cost of gases.

Fig. 5. Deposition profiles of the new cathode taken 3
months apart, compared with previous cathode
design [blue curve] (Note: offset vertical scale).

ACKNOWLEDGEMENTS
We thank Hellmut Fritzsche and Stanford R. Ovshinsky for
their participation.  We are extremely grateful for the
essential role of the United Solar operations staff in
integrating these developments into a working production
machine operating on a 24/7 schedule.  We gratefully
acknowledge the Dept. of Energy and the National
Renewable Energy Laboratory for their support of this
work.

REFERENCES

[1] Gennady Bondarenko et al., 2000 NCPV Program [16 –
19 Apr 00 Denver CO].

[2]. S. Guha, et al., Amorphous silicon alloy photovoltaic
technology – from R&D to production. Proc. MRS
Spring Mtg. (1994).

[3]. Tim Ellison, 28th IEEE Photovoltaic Specialists
Conference [Anchorage AK 15 – 22 Sept 00].

V OC  -- PVCD vs Offline QA/QC

87 1288 1289 1290 1291 1292
Run # + (T otalizer/1 km)

Offline QA/QC

Online PVCD

Change in Extrema W avelengths vs Time  (Run 1388)

18 Sep
15:00

18 Sep
17:00

18 Sep
19:00

18 Sep
21:00

18 Sep
23:00

19 Sep
1:00

19 Sep
3:00

19 Sep
5:00

19 Sep
7:00

C
ha

ng
e 

in
 W

av
el

en
gt

h

Increased 
Averaging

I1D 
Plasma
Off / On

W eb 
Stopped
(EOR)

0
1
2
3
4
5
6
7
8
9

10

14 May 28 May 11 Jun 25 Jun 09 Jul 23 Jul 06 Aug 20 Aug

Tu
rn

 A
ro

un
d 

Ti
m

e

Turn Around
Time
P l (T

0

Fig. 4. Plot showing the reduction in “turn-around”
time due to the pinch valves.

D e p  R a te  P ro fi le  A cro ss L e n g th  o f C a th o d e  

0 5 10 15 20

D istan ce  Acro ss L e n g th  o f C ath o d e  (in .)

D e p  R a te  4 /3 0 /0 1 (3 .9  A/s )
D e p  R a te  2 /0 1 (3 .7  A/s )
5 MW 9 9  (3 .9  A/s )

28



High-Quality 10 Å/s Amorphous Silicon Germanium Alloy Solar Cells by Hot-Wire CVD 
 

Qi Wang, Eugene Iwaniczko, Jeffrey Yang, 1 Kenneth Lord,1 and Subhendu  Guha1 
National Renewable Energy Laboratory 1617 Cole Blvd., Golden CO 

1United Solar Systems Corp., 1100 W. Maple Rd., Troy, MI 
 
 

ABSTRACT 
 

 

High-quality high-deposition-rate (10 Å/s) amorphous 
silicon germanium (a-SiGe:H) alloy solar cells have been made by 
hot-wire chemical-vapor deposition (HWCVD). HW a-SiGe:H 
alloys are evaluated in the SS/n-i-p/ITO solar cell configuration, 
where the n- and i-layers are deposited by HWCVD at NREL and 
the p-layer by conventional glow discharge in a separate reactor by 
United Solar. Effects of Ge concentration, hydrogen dilution, 
substrate temperature, and step-wise bandgap profile in the i-layer 
have been studied and optimized. The best cell has an average 
optical bandgap of 1.6 eV with a low H-dilution at 250°C and a 3-
stepwise bandgap profile where the narrowest bandgap is near the p-
i interface. The best initial power output has exceeded 4 mW/cm2 
under AM 1.5 illumination with a λ>530-nm filter. When 
combining with a USSC a-Si:H top solar cell, the best double-
junction solar cell exhibits an initial 11.7% active-area efficiency, 
and a 9.6% stable efficiency after 1000 hours of one-sun light 
soaking. 

1. Introduction 
 

Hydrogenated amorphous silicon-germanium (a-SiGe:H) 
alloy accounts for over half the materials in most commercial multi-
junction amorphous-silicon thin-film solar cells. a-SiGe:H has used 
in the tandem and triple-junction solar cells to improve the red 
response. Various techniques have been tried to improve the 
property of the a-SiGe:H alloy. Growing a-SiGe:H alloy near the 
threshold of microcrystallinity using hydrogen dilution at low 
deposition rate (~1 Å/s) by rf plasma-enhanced CVD (PECVD) [1] 
and applying  graded alloy layers are two of many techniques that 
have significantly improved a-SiGe:H solar cell performance. 
Despite the recent development of microcrystalline silicon (µc-Si) 
solar cells and their potential to replace a-SiGe:H materials, a-
SiGe:H solar cells exhibit a higher open-circuit voltage (Voc), a 
tunable bandgap, and potential for further improvement. With these 
considerations, a-SiGe:H alloys are still considered as promising 
materials used in commercial a-Si:H-based solar cells fabrications. 

Deposition rate is one of the important factors to increase 
the throughput and reduce the capital cost for PV production. It is 
even more crucial for a-SiGe:H because of the large amount of  
materials used in the solar cells and the high cost of germane gas. 
The best a-Si:H-based solar cells are made at a deposition rate of 
about 1 Å/s. Presently, the properties of the high-deposition-rate 
(greater than 1Å/s) materials remain inferior to those deposited at 1 
Å/s.  The efficiency of the high -rate solar cells, as a consequence, is 
lower than the at 1 Å/s cells. High-rate materials, solar cells, and 
growth mechanisms have received great attention because of the 
technical importance. Various deposition techniques such as 
electron cyclotron resonance, microwave, modified-VHF, and 
HWCVD have been examined [2, 3]. Solar cells deposited at over 
100 Å/s also reported [4, 5]. In this paper, we report on a 
collaborative effort to study HW a-SiGe:H midgap n-i-p solar cells 

between United Solar and NREL. An efficient high-rate a-SiGe:H  
n-i-p solar cell has been demonstrated.  

2. Experimental 
 
Solar cells in a SS/n-i-p/ITO configuration were made, 

with the n- and i-layers deposited at 300°C, by HWCVD  at NREL 
in  the dopant chamber and i-chamber of the T-system [6], 
respectively; then the unfinished solar cells - sealed in a N2 filled 
bag - were shipped to United Solar for the deposition of the 
microcrystalline p-layer and the top ITO contact. 

The evaluation of the final solar cells was done at United 
Solar. Maximum power after a 530-nm band-pass filter was 
measured to simulate the middle cell in a triple-junction 
configuration. This is a routine measurement at United Solar for the 
middle gap cells. The cell has an area of 0.25 cm2 defined by ITO, 
with a Au finger on top to improve the current collection. For this 
purpose, the cell was deposited on the stainless steel without back 
reflector. 

Effects of Ge content, substrate temperature, hydrogen 
dilution, and bandgap profile have been studied and optimized. Pure 
GeH4 and SiH4 gases were used in this study. The thickness of the 
intrinsic layer was kept about at 2000 Å.  The deposition rate of a-
SiGe:H by HW is greater than 10 Å/s. We later incorporated the 
optimized HW a-SiGe:H solar cell into the double-junction 
configuration, combined with United Solar’s optimized top cell. The 
SS substrate with Ag/ZnO back-reflector was used. The degradation 
of the double-junction cell was performed at United Solar with a 
one-sun light source. 

3. Results and Discussion 

 
The graded a-SiGe:H i-layer has been examined in the 

past and  solar cell performance has been improved [7]. Figure 1 
shows the schematic of a graded a-SiGe:H cell in our n-i-p solar cell 
structure. The wide-gap a-Si:H was deposited first on the n-layer 
and then the decreasing  bandgap a-SiGe:H. This structure helps 
hole collection by placing the narrowest bandgap near the p-i 
interface. The holes generated in the worst materials do not need to 
travel far to the p-layer. Therefore, this design improves the hole 
collection.  Note that the quality of the materials degrades when 
more Ge incorporated into the film.  The film of optimized H-
diluted graded a-SiGe:H used in the solar cell was deposited on 
glass and c-Si substrates. This 9000-Å film has shown a photo-to-
dark ratio of greater than 105, with 10% H-content from FTIR 
measurement, and an average optical bandgap (ET) of 1.6 eV.  

Growing a-SiGe:H alloy near the threshold of 
microcrystallinity using hydrogen dilution at low deposition rate ( ~ 
1 Å/s) by rf plasma-enhanced CVD  [8, 9] and applying a graded 
alloy layer is one of the many techniques that have significantly  
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Figure 1. Diagram of graded a-SiGe:H i-layer in  n-i-p solar cell. 
 
improved  a-SiGe:H solar cell performance. We mentioned earlier 
that materials grown near the transition from amorphous to 
microcrystalline have shown superior properties. To make the near 
edge materials, hydrogen was added to the mixture of SiH4 and 
GeH4. The deposition rate was decreased as a result of H-dilution.  
We use a low hydrogen-to-SiH4 ratio, and the deposition rate is 
about 10 Å/s. 

Table I shows the best HW a-SiGe:H midgap n-i-p solar 
cell whose H-diluted and graded active layer was deposited at 10 
Å/s  on the bare SS substrate. J-V characteristics are measured under 
AM1.5 illumination with and without a λ>530-nm filter. The best 
initial efficiency at AM1.5 is over 7%. Using the H-dilution and 
graded i-layer, FF has changed from below 0.600 to 0.676. More 
importantly, the initial power output after the 530-nm filter  
exceeded 4 mW/cm2, which is usually used as an indicator for a 
good-quality middle-gap cell even for low rate (1 Å/s) a-SiGe:H 
middle cells.  
 
 

Table I.  Performance of n-i-p solar cell with 10 Å/s HW a-SiGe:H 
active layer  
 
Solar 
Spectra 

Pmax 
(mW/cm2) 

Voc 
(V) 

FF Jsc 
(mA/cm2) 

AM1.5 7.28 0.792 0.676 13.6 
λ>530 nm  4.21 0.769 0.677 8.08 

 
Table II.  Performance of a-Si:H and a-SiGe:H double-junction 
solar cell  
 
State 
(hour) 

Pmax 
(mW/cm2) 

Voc 
(V) 

FF Jsc 
(mA/cm2) 

initial 11.7 1.800 0.748 8.66 
1050 9.62 1.742 0.671 8.18 
 

 
Finally, this optimized midgap cell was incorporated into 

a double-junction SS/n-i-p-n-i-p/ITO structure to test the validation 
of its performance. The top cell is an optimized United Solar a-Si:H 
solar cell grown at 1 Å/s. The bottom cell is NREL’s optimized HW 
a-SiGe:H solar cell at 10 Å/s. The best cell achieved an initial 
active- area efficiency of 11.7% with Voc of 1.805 V, FF of 0.748,  

 

 
Figure 2. Quantum efficiency of the best double-junction solar cell. 

and Jsc of 9.21 mA/cm2 with QE correction (see Table II.)  Figure 2 
shows the QE data. After 1000 hours of one-sun light soaking, this 
cell stabilized at 9.6% efficiency.  

4. Summary 
 
In conclusion, a collaborative effort between NREL and 

United Solar produced a high-performance midgap solar cell whose 
active layer is deposited by HWCVD at 10 Å/s.  A power output of 
4.2 mW/cm2 was measured through a 530-nmlong pass filter. The 
best double-junction cell that combines United Solar’s best a-Si:H 
top cell and the optimized HW a-SiGe:H midgap cell exhibits an 
initial 11.7% and stable 9.6% active-area efficiency. This new result 
shows the potential of fabricating high-efficiency amorphous silicon 
solar cells at higher deposition rates—an important result for low-
cost production of PV modules. 
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ABSTRACT 
 

Using alternative techniques to the standard 13.56 MHz 
rf PECVD method, microcrystalline Si (µc-Si) and  
amorphous Si (a-Si) based devices have been fabricated at 
high i-layer growth rates (10-15 Å/s).  Efficiencies of 9.6-
10% have been achieved for devices with the µc-Si 
materials and stabilized efficiencies over 9% have been 
achieved for cells with a-Si(Ge) i-layers prepared at 10 Å/s. 

 
1. Introduction 

 
A microwave-based technique has been used to prepare 

µc-Si materials rates near 15 Å/s.  Since the high deposition 
rates allow for fabrication of the required thicker µc-Si i-
layers in a similar amount of time to that used for high 
quality a-SiGe i-layers (rates of 1-3 Å/s), the materials are 
attractive, low cost replacements for a-SiGe bottom cell i-
layers in a-Si/a-SiGe and a-Si/a-SiGe/a-SiGe multi-junction 
cells whose fabrication requires expensive germane gas.   
Single-junction nip, a-Si/µc-Si and a-Si/a-SiGe/µc-Si 
devices have been fabricated in these studies.  

Also in an effort to find an alternative deposition 
method to the standard low deposition rate 13.56 MHz 
PECVD technique, the feasibility of using a 70 MHz rf 
plasma frequency to prepare amorphous silicon (a-Si) based 
i-layer materials at high rates for nip based triple-junction 
solar cells has been tested. The use of high deposition rates 
will allow for higher machine throughputs in the solar 
module production lines.  a-Si/a-SiGe/a-SiGe triple-junction 
solar cells have been fabricated with all of the i-layers 
prepared using the VHF technique and deposition rates near 
10 Å/s.  The results for both the µc-Si and a-Si studies are 
reported here. 
 
2. Experimental 

 
In both research programs, cells with total areas of 

0.265 cm2 and active areas of 0.25 cm2 are being used to 
judge the material and device performance. Stainless steel 
substrates coated with current enhancing Ag/ZnO back 
reflectors are used as the substrates for preparation of the 
semiconductor structures.   Both the thin doped layers and 
the thin a-Si:H buffer layers, grown between the VHF 
deposited a-SiGe:H i-layers and the doped layers, are 
prepared using the conventional 13.56 MHz PECVD 

process.  To fabricate the a-Si:H and a-SiGe:H i-layers, a 
fixed VHF frequency of 70 MHz is used.  

The µc-Si:H materials are prepared using a fixed 2.54 
GHz microwave frequency. To fabricate nip solar cell 
structures, doped layers are prepared using the standard 
13.56 MHz PECVD process and deposition rates near 1 Å/s.   
Also, current enhancing Ag/ZnO back reflectors are 
deposited on the stainless steel substrates prior to fabrication 
of the nip semiconductor structures.  

For all cells after fabrication of the semiconductor 
structures, the devices are completed by depositing Indium 
Tin Oxide (ITO) conductive layers and then Aluminum (Al) 
collection grids.  Both the ITO and Al layers are prepared 
using standard evaporation techniques.  
 
3. Results 
 
Microcrystalline Si 

Under the standard AM1.5 white light conditions, 
stable efficiencies of 7.0% (Voc=0.543V, Jsc=21.2 mA/cm2, 
FF=0.610) have been achieved for the µc-Si single-junction 
cells made using the i-layer growth rates of 15 Å/s [1-3].   
These single-junction devices also exhibit a degradation of 
only 0-2% after long term (1000 hrs.) of light soaking 
demonstrating a high degree of stability.  In Fig. 1, a 
spectral response curve for a µc-Si cell with the 7.0% 
efficiency is compared with the one for the PECVD a-SiGe 
cell (Jsc=26 mA/cm2). Cells with higher Jsc (23 mA/cm2) and 
higher microcrystalline fractions have been obtained, 
however they have lower efficiencies due to lower FF and 
Voc.  The lower FF and Voc may be improved through 
further optimization of the doped layer conditions. 
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Fig. 1. Quantum Efficiency data for a-SiGe and µc-Si cells. 
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The high rate µc-Si cell has been used as a red-light 
absorbing component cell of a-Si/µc-Si and a-Si/a-SiGe/µc-
Si structures.  The a-Si and a-SiGe component cells of these 
structures were made at United Solar using i-layer growth 
rates near 1 Å/s.  Fig. 2 displays an IV plot for the best a-
Si/µc-Si cell made to date having an efficiency of 10.3%.  A 
number of a-Si/µc-Si cell were light soaked for over 1000 
hrs. under one sun conditions with the highest efficiencies 
listed in Table I.  In the Table, the efficiencies are compared 
with those for a high quality a-S/a-Si device made at United 
Solar using an i-layer growth rate near 1 Å/s which was 
light soaked along with the a-Si/µc-Si cells.  While the a-
Si/a-Si devices have higher stable efficiencies, the 
difference is surprisingly small considering the rate at which 
the µc-Si cell was grown.  Also, the percentage of 
degradation for the a-Si/µc-Si cells was significantly less.  
This could be due to the lower initial performance of the a-
Si/µc-Si cells or the good stability of the µc-Si component 
cell.  The a-Si/a-SiGe/µc-Si cells also display a low 
percentage of degradation after 1000 hrs. of light soaking 
(7% compared with 10-13% observed for high quality a-
Si/a-Si/a-SiGe cells).  Again, the initial efficiencies for the 
a-Si/a-SiGe/µc-Si cells (11.4%) are lower than for the a-
Si/a-Si/a-SiGe cells (14.6%) [4].  Improvements to the 
efficiencies of the devices with the µc-Si component cells 
will likely come through improvements in the FF of the µc-
Si cells and lower defect levels in the µc-Si materials. 

A spectral response (QE) curve for a a-Si/µc-Si cell 
with the highest integrated total current (24 mA/cm2) is 
shown in Fig. 3.   While this device has a lower cell 
efficiency (10.1% initial), the QE data demonstrates that 
high currents are obtainable with the µc-Si component cells 
made at the 15 Å/s deposition rate.   
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Fig. 2.  IV data for a-Si/µc-Si cell prior to light soaking. 

 
Table I. 

IV data for a-Si/a-Si, a-Si/µc-Si and a-Si/a-SiGe/µc-Si cells 
(active area data) 

Cell Voc 
(V) 

Jsc 
(mA/cm2) 

FF Pmax 
(mW/cm2) 

%. of 
Degr. 

 
a-Si/µc-Si 1.44 10.2 0.656 9.57 6.4 
a-Si/µc-Si 1.42 10.8 0.619 9.44 8.6 
a-Si/a-Si 1.86 8.11 0.685 10.3 14.5 

a-Si / 
a-SiGe/µc-Si 

2.11 8.09 0.622 10.6 7.0 
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Fig. 3.  Quantum efficiency data for a-Si/µc-Si cell. 

 
High Rate a-Si/a-SiGe/a-SiGe 

Representative IV data for a-Si/a-SiGe/a-SiGe cells 
made using the VHF technique and i-layer deposition rates 
near 10 Å/s are shown in Table II. Several cells with initial 
active area efficiencies near 11.2% and initial total area 
efficiencies of 10.4-10.6% have been fabricated.  After 700 
hrs. of light soaking, the total area cell efficiencies degrade 
to 9.3-9.4% with a percentage of degradation from the initial 
value of roughly 12%, a percentage typical of what is 
obtained for high efficiency triple-junction cells prepared 
using i-layer deposition rates near 1 Å/s.  However, the 
stable efficiencies are presently lower than the 13% stable 
efficiencies obtained for cells made using the 1 Å/s rate[4]. 

The efficiencies for the triple-junction cells prepared at 
the high i-layer deposition rates are presently limited by the 
performance of the a-SiGe layers and cells [3,5].  A number 
of studies in which the ion bombardment conditions at the 
growing film surface were altered have been completed with 
no improvements noted.  It is believed that a modification of 
the plasma chemistry during a-SiGe growth will be needed 
before high quality cells can be made at the 10 Å/s using the 
VHF technique.  To that end, studies of the effect of 
deposition hardware on the growth chemistry and cell 
performance are now being carried out. 
 

Table II. Total area properties for triple-junction cells. 
Soak 

Time 
(hrs.) 

Voc 
(V) 

Jsc 
(mA/cm2) 

FF Pmax 
(mW/cm2) 

%. of 
Degr. 

 
0 2.35 6.56 0.687 10.6 - 

700 2.31 6.17 0.658 9.38 11.5 
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 Recent work at Siemens Solar Industries in 
manufacturing cost reduction has shown highly 
leveraging benefits in producing thinner solar cells, larger 
area solar cells, and introducing back surface field 
processes which increase efficiency. The cost to produce 
silicon wafers makes the reduction in wafer thickness and 
increase in wafer size an important development program.  
Siemens Solar Industries has developed and piloted 
processes for 250 micron thickness cells, in both 103 mm 
and 150 mm sizes.  SSI has also started the development 
efforts for increasing cell size to 200 mm in diameter. The 
cost reduction benefit is as high as 25-30% on the $/Watt 
production level.  

 
 

INTRODUCTION 
 

 The objective of the DOE/NREL PVMat 
subcontract with Siemens Solar Industries (SSI) is to 
continue the advancement of Siemens Solar Industries’ 
photovoltaic manufacturing technology in order to 
achieve a 30% reduction in module cost per watt.  A three 
phase program which focuses on wafer thickness 
reduction, wafer size increase, and waste reduction has 
proven effective. 

 
 

METHODOLOGY 
 
 The first step toward reducing cost in the PVMat 
5 program at SSI was to reduce wafer thickness.  About 
half of the cost to produce a solar module is incurred by 
the time a wafer is produced, and another 20% is added in 
the cell processing steps.  In wafer and cell production, 
the manufacturing costs are reduced by making the wafers 
thinner.  Siemens Solar Industries has studied, developed 
and piloted processes for 250 micron thickness cells in 
both 103 mm and 150 mm sizes. The thinner the wafers 
are made, the lower the potential cost, however the 
thinner cells are made, the higher the yield loss, and a 
competing drop in electrical efficiency will take place 
necessitating the use of a Back Surface Field (BSF).  For 
this reason, the approach has been a two step reduction in 
thickness, from 400 microns to 250 microns with the 
introduction of a BSF process, and then a wafer thickness 
reduction from 250 microns to 195 microns. 
 The larger cells are made, the lower the potential 
dollar per watt.  SSI has initiated the development of 200 
mm ingot, wafers, and cells to be fabricated into modules.  

These larger cell designs continue to show the best cost 
structure as they optimize the watts per kilogram of 
silicon consumed.  Module designs for lower cost 
contribution have been developed.   
 Additional manufacturing cost reduction is 
gained in reducing chemicals used in the process.  Silicon 
Carbide used in wafering and caustic etchants used in cell 
processing are two large cost drivers.  SSI has made 
significant gains under this PVMat program in reducing 
both SiC consumption and caustic etchant waste. 
 These areas of focus: thinner cells, more efficient 
cells, larger cells and modules, and chemical cost 
reduction have the potential of reducing cost by 
approximately 30% per watt. 
 

 
RESULTS 

Thin Cells 
 

 The thinner cells are made, the higher the yield 
loss, and the larger cell are made, the higher the yield 
loss.  These effects are shown in Figure 1 and 2 where 
yield is contrasted to wafer thickness and size, and Figure 
3 where electrical performance vs. thickness is shown for 
two different Back Surface Field (BSF) processes, a 
Boron BSF process, and an Aluminum BSF process.  The 
Boron process clearly produces more power per cell than 
the Aluminum process.  Siemens Solar has introduced the 
Boron BSF process on a 250 micron, 150 mm diameter 
cell in production.  Figure 4 shows improved distribution 
of cells made with a Boron BSF process. 
 
200 mm Product Development 
 
 The crystal growth cost component can be highly 
leveraged by increasing the ingot and wafer size.   
Currently SSI produces wafers 150 mm in diameter as its 
largest size cell.  By increasing to 200 mm diameter 
crystals, the watts produced are increased by over 30% in 
one crystal growth run.  A crystal growth production run 
costs the same for a given amount of polysilicon 
solidified.  The cost for a 40 kg charge producing 103 mm 
ingots vs. 200 mm ingots is approximately the same.  The 
103 mm ingot produces 2600 watts per run, while the 200 
mm ingot produces 3350 watts per run.  This increase of 
watts produced represents a greater than 10% reduction in 
the $/watt contribution at the ingot level. 
 Larger area cells have shown great potential for 
cost reduction as each process step produces more watts, 
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lowering the labor and overhead contributions directly.  
Siemens Solar Industries has begun the pilot effort of 
producing 200 mm ingot, wafers and cells.  
 
Recycling and Reduction of Chemicals 
 
 The work on recycling Silicon Carbide under the 
contract has proceeded well.  As background for the 
work, Silicon Carbide is the second highest cost driver in 
the manufacturing process SSI has deployed (Silicon 
feedstock is number one).  SSI has found that a “blended” 
SiC process using recycled and “new” SiC produces the 

best results both financially and from a process capability 
metric.  An added benefit to this work has been a 
significant process improvement in wafer thickness 
control. 

 The work on reducing caustic waste has also 
proceeded well. Caustic waste is a large cost driver in the 
manufacturing process SSI has deployed. Reduction in 
waste volumes have been achieved by extending the  bath 
life in the caustic damage removal steps and the caustic 
texture etch steps in the wet etching processes.  The net 
benefit since the beginning of the program is over 20,000 
gallons saved per megawatt produced.  
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Abstract 
 

PowerLight™ was awarded a PVMaT contract in 1998 
to advance its manufacture of PowerGuard®, a world-class 
photovoltaic (PV) roof tile for low-slope commercial 
buildings.  As a result, manufacturing improvements have 
increased annual production capacity from 5 MW/yr to 
16MW/yr, reduced production labor requirements by 75%, 
and reduced overall tile production costs by 57% — while 
also improving both product safety and quality.  In addition, 
the introduction of Integrated Design Software and 
Standardized Package Systems, as well as UL and 
international certifications, have further reduced 
PowerGuard system costs, while increasing consumer 
acceptance and confidence. 
 
1. Introduction 

PowerLight is a manufacturer and systems integrator of 
PowerGuard, a leading photovoltaic (PV) roof tile system 
for low-slope commercial buildings.   

The PowerGuard system consists of PowerGuard tiles 
along with ancillary building and electrical components.  
The PowerGuard tile consists of a flat plate PV laminate 
mounted onto a flat, rigid, extruded polystyrene (XPS) 
board.  Two edges of the XPS board are routed into a tongue 
profile, and the other two edges are given a groove profile, 
allowing PowerGuard tiles to be assembled adjacent to each 
other in an interlocking fashion.  Adjacent tiles are 
connected electrically through module electrical connectors, 
thus creating a string of PV modules.  One or more strings 
are tied together electrically at a remote location creating a 
solar electric PowerGuard array system.  The resulting DC 
currents from the PV array are passed through a DC/AC 
inverter and transformer, before being tied into the 
building’s electric service.  

The goal of PowerLight’s PVMaT project has been to 
improve the manufacturing process of PowerGuard in order 
to reduce costs, improve quality, and increase 
manufacturing capacity.  In addition, certain product 
features have been advanced: special wiring harnesses have 
been created for use with thin film PV modules; a sloped 
PowerGuard tile was developed; manuals were created for 
specifying and installing PowerGuard systems; and special 
software was created to aid in the layout and the component 
specification of PowerGuard systems. All assemblies 
making up commercial PowerGuard systems have been UL 
listed, and various international certification efforts have 

been undertaken to extend PowerGuard into foreign 
markets.  

All of these efforts have helped to bring down the costs 
of PowerGuard manufacturing, thereby increasing the 
demand for PV.  At the same time, PVMaT improvements 
have enabled PowerLight to meet its growing co\nsumer 
demand. 
 
2. Cost Reduction 

At the start of this PVMaT contract, PowerGuard was 
hand assembled, one tile at a time.  Under PVMaT, 
PowerLight has worked with subcontractors to design and 
build a custom PowerGuard assembly line.  The assembly 
line was installed in PowerLight’s manufacturing facility in 
Berkeley, California. 

Previous XPS board production required six workers 
and close management oversight to ensure quality 
compliance.  With the implementation of the new XPS prep 
line, labor was cut by 75%, and first-time quality was 
improved by 80%. 

The original pre-1998 coating process required 3 
minutes per tile.  The current process requires less than 30 
seconds per tile.  At the same time, the coating material has 
gone from a batch mixing process to a continuous, 
consistent process, thereby reducing costs by 57%. Only the 
minimum amount of material is required at any one time, 
minimizing material waste.  At the same time, the coating 
formula has been substantially improved, resulting in a 
forecasted 50-year product life.   

Standardizing and streamlining various parts of the 
system design process have significantly reduced the cost of 
PowerGuard system delivery.  Similarly, by obtaining 
various certifications, the process of site permitting has been 
greatly simplified, creating system cost reductions.   

 
3. Quality Improvements 

In an on-going effort to become a world-class leader of 
PV commercial mounting technologies, PowerLight 
aggressively pursued and succeeded in minimizing 
statistical special cause variation and reducing standard 
deviations of normal random variation.  PowerLight  
increased consumer value by achieving the following: 

a) Transitioning from hand-fabrication and hand-
assembly to a continuous streamlined process, cutting 
geometry variation between PowerGuard tiles by more than 
50%.  The new manufacturing line uses a CNC router for 
cutting the tongue and groove profiles in the XPS boards.  
This process creates boards with dimensional tolerances of 
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±.002”, thereby providing secure interlocking and 
aesthetically pleasing installations.  

b) Hand mixing of cementitious coatings has been 
replaced with automated mixing and application processes. 
The cementitious mixing process provides viscosity 
improvements of 65%, thereby generating uniform product 
application.  

c) Spacer positioning equipment has been incorporated  
to improve the consistency of spacer placement.  This 
enhancement has eliminated first-time quality rejects as 
compared to the previous process. 

d) Ergonomically-enhanced hand tools were added to 
the manufacturing process to trim the edges of the protective 
coating.  This advancement allows the tongue and groove 
profiles to mate perfectly during installation and insures 
proper UV protection.  This improvement also eliminates 
operator fatigue, thereby improving safety and quality 
expectations. 
 
4. Capacity Improvements 

PowerLight’s on-going commitment to provide unique 
commercial PV mounting technology is exemplified by 
increasing capacity from 5MW/yr to 16MW/yr.  This 
advancement was produced via cycle time reductions, 
elimination of non-value added processes, quick 
changeovers, and error-proofing processes.  These 
improvements pave the way for capacity enhancements to 
50 MW/yr 
 
5. New complementary and improved products 

PowerLight has made significant improvements to its 
PowerGuard tile and system integration process. 

PowerLight identified new materials and processes for 
the PowerGuard cementitious coating.  These changes 
reduced costes while increasing freeze/thaw resistance, 
compressive and tensile strength, and application 
consistency. 

PowerLight also developed several product 
advancements: 

a) A sloped PowerGuard tile was designed, refined and 
wind tunnel tested.  This product increases energy capture in 
northern latitudes by up to 10%, and improves shipping 
density by 20%. 

b) Modular systems for source circuit combining 
circuitry were developed to reduce non-value added 
components, reduce costs and improve reliability.   

c) Inverter advancements reduced inverter components, 
improved statistical Failure Mean Time, and incorporated 
data acquisition. 

d) An Integrated Design Software package was created 
to streamline PowerGuard system designs, generate product 
bill of materials, create drawing references, and support 
permitting. 

e) New wiring harnesses were created for use with thin-
film PV modules.  These wiring harnesses allow several PV 
strings to be connected in parallel, greatly reducing the 

number of wires and fuses necessary to provide safe and 
reliable service. 
 
6. Testing and Certification 

PowerLight has conducted an extensive testing and 
certification program to support rapid growth in the PV 
industry.  Three phases of wind tunnel testing have been 
used to certify the PowerGuard design while enhancing 
PowerGuard robustness under a wide range of local wind 
conditions.  PowerLight has obtained UL listings of eleven 
different PowerGuard tiles and system components.  UL 
listings are vital to the process of customer acceptance and 
system permitting. 

PowerLight has also applied for PowerGuard 
certification through the International Conference of 
Building Officials (ICBO), along with international 
agencies.  This process has created significant technical 
credibility with code authorities, and has facilitated 
international installations in Japan and Europe. 

PowerLight aggressively made worker safety and 
elimination of environmental hazards a high priority in the 
design and manufacturing process.  PowerLight undertook 
extensive surveys of all applicable federal and state 
regulations concerned with equipment design, operations, 
and worker safety. OSHA representatives and 
environmental consultants provided key input on exceeding 
government compliance.  Key findings were incorporated 
into PowerLight Installation Manuals, Operations and 
Maintenance (O&M) Manuals, and training programs.   
Recyclables and waste elimination were also implemented 
in the manufacturing process to reduce environmental 
impact while reducing costs to the end user. 

 
7. Conclusion 

PowerLight is proud to be a PVMaT success story. The 
results of this three-year contract clearly demonstrate the 
manifold benefits of federal funding through PVMaT.  
Significant advancements in technology, quality standards, 
manufacturing processes, novel product improvements, and 
ultimately lower costs, have and will continue to stimulate 
the renewable energy market.  As a direct correlation of 
improvements brought about through PVMaT, 
PowerLight’s business has dramatically expanded to meet 
the needs of PV commerce.  Naturally, the expansion of the 
photovoltaics market leads to immense economic and social 
benefits to our world and provides clean renewable energy 
technology for generations to come. 
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ABSTRACT 
 

Advances in solar cell manufacturing systems for large-
area Silicon-Film  polycrystalline silicon sheet material are 
reviewed.  Recent progress in continuous rapid thermal 
junction diffusion and cassette-less wet chemical processing 
is discussed.  A single Silicon-Film  sheet generation 
system operating at 3.1 m/min now has a capacity of 15 
MW of silicon sheet per year.  This sheet generation system 
is used as the basis for an advanced single-thread production 
line design for manufacturing the next generation of Silicon-
Film  solar cells whose area is nominally 400 cm2.  These 
solar cells are being used to design large-area solar modules 
that can produce up to 220 W of power.  Custom module 
designs have been developed for AstroPower’s domestic on-
grid rooftop system programs. 
 
1. Introduction 

Silicon-Film  solar cells are the low-cost solution for 
solar electric power generation.  The PVMaT program has 
been, and continues to be, critical to the success of Silicon-
Film  solar cells and modules.  Silicon-Film  production 
systems generate sheets of polycrystalline silicon in a 
continuous in-line process.  The sheet making system has 
now evolved through five design generations, and a single 
system is capable of producing 15 MW of polycrystalline 
silicon sheet per year. 

Many potentially high-volume solar cell processes have 
been limited by batch processing and by handling issues.  
Batched wet chemical processes require wafers to be loaded 
into plastic cassettes.  These cassettes reduce process 
throughput and yield, increase handling costs, and 
ultimately limit the process to only one wafer size.  Junction 
diffusion in conventional tube furnaces is limited by the 
diameter of the process tubes where uniformity, throughput 
and yield suffer as the wafer area increases. 

One solution to increasing solar cell manufacturing 
volume has been to develop paralleled processes handling 
larger numbers of smaller-area wafers.  By taking advantage 
of the recent progress in large-area Silicon-Film  sheet 
generation and in advanced solar cell process systems that 
eliminate handling issues and bottlenecks in high 
temperature and wet processes, it is also possible to design a 
high-volume solar cell production line with only a single-
thread serialized process systems rather than many 
paralleled operations. 

A standardized grid-connected PV system has been 
developed and targeted to the residential market.  This 
program has the goal of mainstreaming solar electric power 
onto the US market. 
 

2. Silicon-Film   Solar Cell Manufacturing 
AstroPower’s solar cell manufacturing systems have 

advanced along a critical path beginning with processes that 
have the most impact on throughput [1].  This effort began 
with the development of the polycrystalline Silicon-Film  
sheet material for the starting wafers.  As the dimensions of 
the sheet and wafer increased, the junction diffusion process 
that took place in large-diameter tube furnaces became the 
volume limiter.  Development of continuous high 
temperature processing for impurity gettering and for 
junction diffusion followed.  Volume increases in wet 
chemical processes were not limited by the larger wafer 
area, but instead by weight and handling considerations.  
The replacement of batch processing with in-line, 
continuous wet chemical process systems have paved the 
way to complete elimination of cassettes from the 
production line.  Process system development in each of 
these areas is discussed in more detail below. 

In 1998 AstroPower began manufacturing AP-225 
Silicon-Film  solar cells (240 cm2 area) in the Pencader 
facility.  Since then the Pencader plant has expanded to 
12,000 m2 (130,000 ft2), twice its original size, and now 
produces the new APx-8 Silicon-Film  solar cell 
(nominally 400 cm2) as well as single-crystal solar cells 
manufactured from recycled wafers procured from the 
integrated circuit industry.  
 
3. Silicon-Film   Cell Process Overview 

Table I shows a summary of the AP-225 cell process 
sequence (circa 1997) compared to a 15-MW single-thread 
production line that is being developed for producing APx-8 
solar cells.   

Production systems for the AP-225 solar cell were based 
on handling 25-wafer cassettes, small batch processes, and 
limited throughput.  The batch process sequence contained 
24 discrete operations, and nine places where the wafers 
were either loaded or unloaded from cassettes or boats.  The 
cassettes performed two functions: in batch-type wet 
processing cassettes are required for handling wafers in the 
solution tanks.  In the dry processes, such as contact 
printing, cassettes are used between stations to move 
batches and to protect the junction.  Once the contact firing 
operation is completed, the cells were handled as coinstacks 
in magazines. 

The advanced APx-8 solar cell process sequence in 
Table I contains 11 discrete operations, and no cassette 
handling steps.  The goal of eliminating cassettes is 
accomplished on the APx-8 single-thread production line by 
using conveyorized process equipment in all wet chemical 
and high-temperature steps.  Several previously discrete 
processes are combined, such as at contact metallization 
where the back and front contacts are printed and fired on 
one unbroken sequence.  Wafers are transferred between 
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stations, such as between print-fire and test-sort, by 
coinstacking magazines.  In these ways the process 
sequence is simplified and the amount of handling is 
reduced. 

 
Table 1. Comparison of solar cell manufacturing sequences 
for AP- 225 (circa 1997, 24 process steps) and larger-area 

APx-8 Silicon-Film  solar cells (11 process steps). 
 

AP-225, 225 cm2 APx-8, 240 cm2 
Fabricate sheet Fabricate sheet 
Size wafer Size wafer 
Pre-getter preparation Pre-getter preparation 
Getter anneal Getter anneal 
Load into cassette 
Etch surface 

In-line surface etch 

Unload from cassette 
Diffuse in tube furnace 
Unload from boat 

In-line junction diffusion 

Isolate junction Isolate junction 
Load into cassette 
Etch diffusion oxide 

In-line diffusion oxide etch 

 AR coat with PECVD SiN 
Unload from cassette 
Print/dry back busbars 
Load into cassette 

Print and co-fire metal 
contacts 

Unload from cassette 
Print/fire back Al field 
Load into cassette 

 

Unload from cassette  
Print/fire front contacts  
AR coat with TiOx  
Burnish busbars  
Test and sort Test, sort and inspect 
Inspect  

 
4. Silicon-Film   Sheet Formation 

Silicon-Film  production systems generate low-cost 
sheets of polycrystalline silicon in a continuous in-line 
process.  The equipment, materials, and processes have been 
under development at AstroPower for over ten years.  Each 
successive generation of Silicon-Film  sheet generation 
system brought increases in throughput, both through sheet 
width and sheet growth speed.  The present system has a 
nominal 20-cm sheet width and operates at 3.1 meters per 
minute.  With its higher growth speed and increased width, 
the SF5 sheet system has a capacity of 15 MW per year.  

The SF5 sheet system was specifically designed to 
produce the larger-area APx-8 Silicon-Film  solar cells.  
Figure 1 shows the APx-8 solar cell compared to the AP-
225 solar cell.  The new APx-8 solar cells are nominally 20 
cm on a side, once again setting a new standard for 
polycrystalline solar cell area and power.  This new solar 
cell is more than four times larger than the typical 
polycrystalline silicon solar cell produced ten years ago.   

 

 
 

Figure 1. APx-8 Silicon-Film  solar cell compared to 
previous generation AP-225.  The active area is 80% 

greater. 
 
5. High Temperature Wafer Processing 

For optimum performance, screen-printed contact 
metallizations on silicon solar cells must be sintered at high 
temperature for very short times.  The temperature-time 
“spike” profile is most conveniently obtained by using 
halogen-lamp infrared (IR) belt furnaces operating with high 
belt speeds.  Although a wafer may not reach thermal 
equilibrium, the silicon surface temperatures change at very 
high rates due to the interaction between the wafer and the 
IR heating source.  Contact firing processes in the Pencader 
facility are based on 90-cm wide IR belt furnaces.  At very 
modest belt speeds a contact process system based on these 
furnaces has a process capacity of more than 1,000 APx-8 
wafers per hour, with additional capacity at higher belt 
speeds. 

While contact firing requires rapid heating and cooling, 
rapid diffusion processes require a tightly controlled cooling 
rate.  Although the process is more complicated, rapid IR 
heating has been used to produce high-performance diffused 
junctions on both single-crystal and polycrystalline silicon 
solar cells [2,3,4].  Conventional tube diffusion processes 
have limited solar cell area, uniformity, and throughput.  
Muffle-type belt furnace diffusion suffers from throughput 
limits.  The advantages of a rapid thermal diffusion are 
unlimited area, consistent uniformity, and high throughput.  
In 1997 AstroPower developed under the PVMaT program a 
production-level in-line junction diffusion and impurity 
gettering processes for Silicon-Film  wafers that are based 
on 90-cm wide halogen-lamp belt furnaces.  The rapid 
diffusion process uses a low-cost phosphorus-based liquid 
dopant source that is non-hazardous and stable, and 
produces uniform junctions on any size wafer in just a few 
minutes.  The IR furnace belt speed is approximately 100 
cm/min and the belt accommodates four APx-8 wafers 
across its width.  The throughput of the rapid thermal 
diffusion process is greater than 1,000 Silicon-Film  
wafers per hour. 
 
6. In-line Wet Chemical Wafer Processing 

Several wet chemical process steps, including surface 
preparation prior to junction diffusion and oxide etching 
following diffusion, are critical components of the silicon 
solar cell manufacturing sequence.  A tank-based batch 
chemical process requires wafers to be loaded into cassettes 
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that maintain wafer separation in the solution.  The tight 
wafer spacing within cassettes reduces the liquid flow to the 
wafer surfaces and results in uneven etching or cleaning at 
the edges where the wafers contact the cassettes. 

Development of cassette-less in-line wet chemical 
processing systems eliminates many of these limitations.  
An in-line system is capable of handling wafers of various 
sizes, and even meter-long Silicon-Film  sheets.   Operator 
exposure to chemicals is eliminated since the process 
chemicals are completely enclosed -- dry wafers are loaded 
into the chemical process system, and completely rinsed and 
dried wafers are unloaded from the system.  The 
composition of the solutions is maintained within operating 
limits by in-line monitoring and control, which reduces 
material usage and waste stream volume.  The throughput of 
an in-line chemical system is not limited by tank size or by 
cassette load-unload operations.  Total processing time is 
further reduced and process quality is improved by the more 
efficient cassette-less rinsing and drying steps. 

The handling advantages of continuous in-line wet 
chemical processing were demonstrated under the PVMaT 
program by developing in-line process systems for rinser-
dryer operations and for diffusion oxide etching (prior to 
contact printing) using dilute hydrofluoric (HF) acid 
solution. 

Safety issues regarding the HF oxide etch solution were 
a significant concern in the design of the in-line diffusion 
oxide etch system.  As a result, the system was designed for 
immersion etching rather than vapor etching.  The HF 
solution then remains as a dilute room temperature solution.   

At a conveyor transport speed of approximately 100 
cm/min, the system has an annual APx-8 solar cell capacity 
of more than 15 MW.  With PVMaT support, this system 
successfully met aggressive material and labor cost 
reduction goals by reducing HF acid usage and disposal 
costs, by reducing DI water consumption, and by 
completely eliminating labor costs for cassette loading and 
unloading that are required by the previous batch-based 
diffusion oxide etch process. 

The Silicon-Film  surface etch process is based on a 
heated caustic solution.  The critical parameters for the 
silicon surface etch process are solution temperature, which 
strongly influences the silicon etch rate, and solution 
composition, which impacts surface quality.  It is also 
critical that the surface etching action be terminated quickly.  
As a batch process, the quality of the surface etch process is 
highly dependent on the performance of the process 
operator who will move the cassettes from tank to tank, just 
as it is sensitive to the etch solution concentration and 
temperature. 

In a batch etching system the wafer edges are masked by 
the cassette slots which reduces the etching and rinsing 
action and results in process defects on the wafer surface.  
An in-line surface etch system utilizes a wheeled wafer 
transport system that minimizes contact to the surfaces of 
the wafer.  By eliminating the cassettes, large-area wafers 
and even Silicon-Film sheets can be processed by the 
same equipment with virtually no need for fixturing and 
with no edge masking defects.  Under the PVMaT program, 

two prototype systems have been built and evaluated, and a 
production system is now been fabricated. 
 
7. 15-MW/year Solar Cell Production Line Design 

Developments such as those described above are used to 
design a single-thread production line with an annual 
capacity of 15 MW of APx-8 Silicon-Film  solar cells.  A 
schematic of the 15-MW single-threaded production line is 
shown in Figure 2.   

The throughput of the line is governed by the initial 
sheet formation step.  Each of the subsequent solar cells 
processes exceeds the capacity rating of the Silicon-Film  
sheet generation system and operates asynchronously.  No 
cassettes are used in this manufacturing system design.  
However, some of the transfer operations take place using 
coinstack magazines.  The individual process stations are 
interconnected using pallet-style conveyors for the 
magazines.  

 
Figure 2. Plan view of solar cell manufacturing system with 

a capacity of 15 MW for Silicon-Film  sheet material. 
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8.  Roof-top Systems 
In 1997, AstroPower introduced a line of fully pre-

packaged grid-connected PV systems principally for the 
residential market.  The goal of the program is to 
mainstream solar electric power into the US market.  Our 
SunUPS  and SunLine  systems represent a significant 
step forward in the development of markets for grid-
connected PV.  Important features of the SunUPS and 
SunLine systems include: 

• Several key innovations related to system mounting and 
module wiring that dramatically reduce installation time 
and total installed costs; 

• Standardization and packaging which eliminates the 
need for custom design of each system and procurement 
of components from a variety of sources; 

• Integrated system design that addresses utility 
interconnection and building code requirements; and 

• Exceptional documentation and technical support. 
 

AstroPower is actively marketing these systems in target 
U.S. markets.  AstroPower is teaming up with some of the 
leading US homebuilders to integrate solar power in new 
construction, and we have formed a partnership with a 
leading national brand retailer to make solar power systems 
easy to get in the retrofit market.    
 

 
Figure 3. AstroPower SunChoice Home Power System 

 
9. Conclusions 

Silicon-Film  production systems generate low-cost 
sheets of polycrystalline silicon in a continuous in-line 
process.  The fifth generation of Silicon-Film  sheet 
generation system is presently in use and operates at 3.1 
meters per minute with a capacity of 15 MW per year.  This 
Silicon-Film  sheet generation system is the basis for an 
advanced single-thread solar cell production line design that 
utilizes processes and equipment specifically developed for 
high-volume production of large-area solar cells.  Key areas 
for improvement that have been addressed are continuous 
high temperature processing and in-line wet chemical 
processing.  

AstroPower has developed production-level in-line 
junction diffusion and impurity gettering processes for 
Silicon-Film  wafers and sheet material that are based on 
90-cm wide halogen-lamp (IR) belt furnaces.  The diffusion 
process utilizes a phosphorus-based liquid dopant source 
that is low-cost, non-hazardous, and stable. 

AstroPower has developed cassette-less in-line diffusion 
oxide etching systems that have significantly increased the 
safety, reduced the cost, and improved the drying quality of 
the diffusion oxide etch process. A cassette-less in-line wet 
chemical process system for surface etching was developed, 
and a high-volume surface etching system for volume 
production is now being fabricated. 

High-throughput in-line systems for PECVD 
antireflection coating and hydrogen passivation and for 
contact metallization are being developed to complete the 
Silicon-Film  solar cell production line equipment set. 

Recent advances in large-area wafer handling and 
processing have been used to design a single-thread 
production line with an annual capacity of 15 MW of APx-8 
Silicon-Film  solar cells.  Several previously discrete 
process steps have been combined, and wafers are 
transferred between stations by magazines instead of 
cassettes.  These changes have reduced the number of 
discrete process steps by more than a factor of two. 
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ABSTRACT 
 
The Thin Film Partnership has organized three 

National Research Teams in CIS, CdTe, and 
amorphous silicon. This paper reports on their 
structure, accomplishments, future plans, and 
organizational dynamics. 

 
1. Introduction and Perspective 
 
The Thin Film Partnership is the DOE/NCPV 

Program designed to accelerate the progress of thin 
film PV technologies. Three technologies (a-Si, CIS, 
CdTe) have reached pilot or first-time manufacturing. 
The Partnership organized National Research Teams 
made up of researchers from NREL, US industry, and 
universities in each of these options. These Teams 
have been in existence for over six years. About forty 
researchers are active within each Team, making the 
Teams an important resource. Areas of collaboration 
are defined by each Team, and active research is 
carried out and reported at approximate nine-month 
intervals. Each Team is organized differently in 
response to their own specific and evolving needs. 

A new Team is being formed as a result of the most 
recent re-competition: a National Thin Film Silicon 
R&D Team. This Team will work closely with the 
existing amorphous silicon Team, because there are a 
number of overlapping interests. 

 
2. Amorphous Silicon 
 
Until recently (2000), the Amorphous Silicon Team 

was organized so as to support progress in triple-
junction cells. It had a top, middle, and bottom cell 
Team; and a cell modeling and integration Team to 
put the pieces together. This was, from the Team�s 
inception, a very successful structure (world records 
for cell and module efficiencies were achieved 
consistently). However, in response to evolving 
needs, the Team changed approaches. Currently, 
there are areas of ongoing interest defined (high rate 
deposition, Staebler-Wronski Effect, device 

efficiency, and modeling) and specifically and 
temporary focus areas. Research is ongoing in the 
overriding areas of interest. A workshop is organized 
at each Team meeting for the temporary but high-
energy focus area. This allows collaborations to 
maintained in the key areas of need; but also 
introduces variety and new perspectives due to the 
issue-specific workshops. For example, bottom cells, 
thin-Si bottom cells, and process dynamics have been 
workshop topics. 

The major focus of current efforts is to discover 
ways to raise amorphous silicon deposition rates 
while maintaining film quality. Key recent progress 
has been achieved by United Solar, ECD, and BP 
Solar, both at the research level and in their 
manufacturing approaches. NREL has developed 
successful super-high-rate deposition by hot-wire 
(from 15-200 angstroms/s) working closely with 
United Solar. Higher deposition rates would reduce 
capital costs, maintenance costs, and start-up costs 
and risks. 

 
3. Copper Indium Diselenide 
 
The CIS Team is going through a major change of 

direction. During the prior period it focused on 
company-specific needs, with each portion of the 
Team organized to support the individual companies. 
In some cases, confidentiality agreements have been 
signed. Although this led to significant progress (e.g., 
in helping Siemens Solar Industries address transient 
effect issues), the major downside result was that 
Team unity suffered. Instead of a community working 
together to advance CIS, it broke down into different 
groups supporting a company and not the technology. 
There is sufficient value to the company-specific 
approach so that it should not be totally abandoned 
(see CdTe Team approach, below); but the strength of 
the National Teams seems to be best brought out 
through approaches that intensify a feeling of 
community. This stimulates the associations and trust 
that leads to effective collaborative research. 

 
The CIS National Team is in the process of 

choosing key research topics for future activities. 
 

41



4. Cadmium Telluride 
 

The CdTe Team has a mixed structure: cross-
cutting topics such as device performance and 
stability; and a single focus group that is working 
with First Solar on a chosen proprietary topic. The 
main work of the Team is on the topical areas, but 
there is leeway to bring resources together to examine 
a company-specific need on a short-term basis. The 
Team has made substantial progress, perhaps best 
illustrated by the rapid efficiency enhancement at the 
module level achieved by BP Solar, which improved 
their module efficiency by 100% (from about 5% to 
almost 11%) and their module size from 1 to 10 ft2 in 
the last three years. 

 
5. Thin Film Si Team   

 
The new Thin Film Si Team is being organized by 

Bolko von Roedern. The expected members (pending 
funding availability) are: AstroPower, MVSystems, 
CalTech, United Solar, ECD, NREL, IEC, EPV, and 
Syracuse. Emphasis will be on two aspects of thin 
film Si: low-temperature deposition on glass and 
high-temperature deposition on ceramic. 
Collaborations with the Amorphous Silicon Team 
will emphasize the possible use of thin x-Si as a 
bottom cell in a multijunction with a-Si. Meanwhile, 
focused effort on thin x-Si will address the key 
limiting issues of voltage, light trapping, and high-
rate deposition. 

 
6. Team Dynamics and Conclusions 
 
In addition to the technical progress resulting from 

the Teams, there are some interesting observations 
about things that work and pitfalls that can be made 
about Team dynamics and effectiveness. 

The real value of the National Teams is in the 
personal associations that they create. Researchers 
learn both the obvious (others� skills, equipment, and 
interests) and the subtle (who they get along with and 
can work with). This opens a channel of cooperation 
that can be exploited both within the Team and 
outside it. In practice, this means that the right people 
and resources work on the right topics much more 
often. It also means that fewer �off-topic� activities 
are maintained. 

National Teams are exceptionally valuable to 
newcomers and those in need of additional research 
capability. The substantial progress at BP Solar in 
CdTe illustrates this advantage. 

One prominent pitfall of Team arrangements could 
derive from putting Team members in a position to 
publically compete with their peers for the favor of 

the funding sources. The DOE/NCPV funds Team 
members to perform advanced research. If Team 
members are forced to publically compete, Team 
activities can devolve to mere showmanship. This is a 
serious pitfall, not only from the standpoint of wasted 
hours but in terms of the loss of Team unity. Team 
events must be organized to minimize the payoff for 
mere showmanship and progress by �hand waving�. 

The breakdown of the entire Team into non-
overlapping areas, such as occurred in the CIS Team, 
also appears to be a problematic approach. Though it 
allows for resources to be focused, it separates each 
sub-team into non-communicative working groups. A 
sense of scientific progress is sacrificed. This 
decreases Team unity, effectiveness, and spirit. 
Perhaps the modified approach of the CdTe Team (a 
single temporary focus group within a more cross-
cutting topical structure) is the proper compromise if 
circumstances require a company-specific effort. 

Another pitfall of Teams is giving others the feeling 
they are unwelcome. The Partnership National Teams 
have only one requirement for admission of U.S. 
members - they must contribute. Funding by DOE is 
not required. The National Research Teams Want 
You! 
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ABSTRACT

First Solar, with the support from the PVMaT program,
has implemented an effort centered on three areas of work.
The first area is called Manufacturing Line Improvements,
which involved the design, construction and implementation
of a high-speed laser scribing system capable of matching
the throughput of a thin-film, solar cell manufacturing line
of 20 MW/year.  Significant increases in the reliability of
equipment and decreases in the down time and capital costs
were realized and an improved potting system was also
developed.  The second area is Product Readiness.  This
work focused on product safety and marketplace acceptance.
The product was submitted for qualification testing that
resulted in UL 1703 certification.  The third work area
consists of Environmental, Safety and Health Programs.
Several programs are in place to maintain a healthy and safe
work place.  Planning has been completed on attaining ISO
14000 (or equivalent) certification.

1.0  Laser Scribing
Laser scribing of solar panels using thin-film solar cells

is used for cell interconnections [1].  The objective of Phase
III of this project was to develop a system for scribing solar
panels, measuring 120 cm x 60 cm, with a throughput of one
per minute, at a reduced capital cost, improved reliability,
improved scribe control and requiring the use of a single
laser beam per each of three types of scribes.

Traditional laser processing systems fall into two
categories, using either a fixed head with an X-Y table, or a
moving head.  The first system’s major drawback is the
speed limitation of large X-Y tables, which is in the range of
300 to 500 mm/sec.  The second system suffers from
sizeable vibration caused by the rapidly moving head.

1.1 Improved Laser Scribing System
The system selected for this work is capable of

achieving a 60-cm-long scribe line, having a minimum
theoretical spot size of 70 microns.  Scribe-to-scribe
location is easy to control.  The scribing can reach speeds in
excess of 3400 mm/sec, requiring the use of pulsed lasers
having a high rep-rate.   A key benefit of this system is the
ability to use a correction factor in the software, which
allows cell mapping and correcting the focus for uneven
surfaces.

1.2  Scribe Methodology
Traditionally, solar panels have been scribed from the

coated side, which limits the scribing speed to 300 to 400
mm/sec, caused by the plume of vaporized material.  This
vapor absorbs the laser light and limits the power delivered
to the scribe site.   In order to achieve speeds in the range of

2000 mm/sec, scribing through the glass side of the solar
panel, reported earlier [2], was pursued.

Green-light (532 nm) lasers are typically used for solar
cell scribing in order to match the wavelength to the optical
absorption of the material.  In this project we made use of
near-infrared (IR) lasers after determining that the CdTe
absorption increases greatly with temperature for near-
infrared (IR) wavelengths.

Considering the structure of the solar panels, from the
sunny side, it consists of a soda-lime glass plate superstrate,
coated with layers of TCO/CdS/CdTe/metal, encapsulated
by a second plate of glass.  The TCO signifies transparent
conductive oxide.  Because these layers have a decreasing
energy gap in the same order, they require a decreasing
amount of energy to be removed by scribing.  Thus, the top-
most layers can be removed at low energies without
damaging the inner layers.   Scribe-1 removes all the layers
on the glass; scribe-2 removes the CdS and CdTe, without
ablating the TCO.  Scribe-3 removes the metal layer,
applied after scribe-2; the metal is removed chiefly by the
high-pressure CdTe vapor formed at its interface by the
beam reflected by the metal.  The relative scribing speeds
for the three scribes are 1200, 2000 and 3000 mm/sec.

1.3 Sequential Function of the Scribing System
Each of the three scribing systems consist of a Load

Station, Scribe Station and Unload Station.
The first phase of the Load system accepts the panels

via manual loading by the operator.  The scribe-1 station
receives the panel from the Load Station and indexes it into
the scribe location. Any curvatures in the panel are
measured for calculating a factor to maintain focus over the
entire panel.  For scribe-2 and -3 the systems operate
similarly, except that the fiducial marks, scribed during
scribe-1, are read for position errors, to provide a correction
factor for scribing.

The Unload Station receives the glass from each of the
Scribe Stations by manual means.  During phase 2 both the
Load and Unload Stations will be automated.

1.4  Improvements Over Conventional Systems
The improvements with the improved scribing system

include:  (1) Reduced capital cost - the cost of high-speed
improved laser system is about $300,000, while that of a
conventional system, with four nozzles, is over $950,000;
(2) reduced and lower-cost maintenance, which reduces
down-time by a factor of ten; (3) greatly enhanced location
accuracy of subsequent scribes through the use of fiducials,
coupled with automated correction for panel growth/
shrinkage caused by temperature variations as well as panel
rotation; (4) substantially reduced kerf widths and scribe
spacing, whereby the active area of the panel is increased;
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(5) IR lasers deliver about twice the power of frequency-
doubled green lasers and have life expectancy of up to
10,000 hours, 14 times greater than green lasers, and lower
cost; and (6) increased production throughput by a factor of
four.

2.0  Qualification Testing of the Cord-Plate PV Module
One of the tasks of Phase III was to initiate and

complete qualification testing of PV modules with new
design.  First Solar was to obtain IEEE 1262, IEC 1215, and
UL 1703 certification for its modified module.  As described
in Section 2.1, the UL listing has been obtained.

In November 2000, fifteen modules were submitted for
testing to the Photovoltaic Testing Laboratory (PTL) at the
Arizona State University in Scottsdale, AZ, in accordance
with the IEEE  standards.  The tests have been considerably
successful. Two of the modules that were sent for IEEE
testing failed the initial baseline wet leakage current
measurement.  The modules passed the humidity freeze and
subsequent HiPot test.  They decreased only 6% or less in
power output through this sequence.  The modules did not
pass the entire battery of tests because one of the modules
fractured during the static load test and two of the modules
that were sent for IEEE testing failed the initial baseline wet
leakage current measurement.  Modifications have been
made and new modules are being resubmitted for testing.

R&D activities that were conducted to facilitate the
certification include: (a) heat strengthening of glass to avoid
breakage; (b) failure time doubled through the use of a hot-
melt pottant to extend the time to failure in the HiPot test,
(c) relocation of the hole in the cover glass from 10 cm to 25
cm off the edge of the glass, thereby lowering the tensile
stresses in the laminated module an average of 500 psi; (d)
search for solutions to relatively high electrical conductivity
of sodium-lime glass, now about 50% of the UL limit; (e)
screening of alternative encapsulants to EVA to improve
electrical insulation during damp-heat testing; (f) search for
and damp-heat testing of alternative pottants to for use with
the cordplate process; (g) removed bubbles around lead
wires by using vacuum when applying sealant; (h) search
for alternative pottant to silicone sealant around the wires or
solder cavity to eliminate HiPot test failures; (i) changes in
the process of injecting the pottant at higher pressure to the
cord plates, resulting in longer survival times  in HiPot tests;
and (j) the automated HiPot station has been brought online.

A new engineering project has been initiated to achieve
a robust cord-plate design/process.  To date, a new
understanding of the critical areas of this subsystem has
been attained.

2.1  UL Listing of the First Solar PV Module
At the start of Phase III First Solar PV modules

received a “recognition” from the Underwriter Laboratories,
which allowed the modules to be used on listed mounting
systems.

During April 2001, four modules have been resubmitted
to the Arizona Testing Laboratory with a c-channel
mounting system for HF-10 and static load testing.  The
tests were successful and First Solar received authorization
to use the UL Listed mark on its FS-50c and FS-50z
modules.  These are complete modules with mounting
attachments secured to the back side.  The c and z
designations indicate the style of mounting with the c
denoting aluminum c-channel rails and the z denoting
aluminum z-bar rails.

A package was submitted to the California Energy
Commission to qualify for the CEC buy-down program,
which was approved in August.  First Solar was officially
listed on their web site on 8 Aug. 2001.

3.0  Environmental, Health and Safety Programs
The objective of this activity was to continue to refine

and improve the Environmental, Health and Safety (EH&S)
programs by beginning activities related to obtaining ISO
14000 certification.  During Phase III, 16 different activities
have been completed to this end, which are listed below.

During the First Quarter the Company conducted
procurement and vendor controls for environmental related
purchases, identified equipment and chemical approval
tracking, updated Emergency Response Plan, and developed
a Disaster Recovery Plan.

During the Second Quarter we identified frequency and
personnel involved with audit reviews and verification, audit
procedure/compliance verification procedure, corrective
action procedures for non-compliant items audit
documentation, analyses of audit data, and audit reporting
and management review.

During the Third Quarter we identified data collection
and handling, data collection procedures, data interpretation
procedures, and we monitored, maintained, and calibrated
measuring equipment.

During the Fourth Quarter we developed procedures for
recording and documentation control, conducted minimizing
of discharges to air, water bodies, and sewer, implemented
reduction of hazardous waste generation, and prepared to
apply for ISO 14000 Certification, in conjunction with
current efforts of First Solar with ISO 9000 compliance.

REFERENCES
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Battery,” U.S. Patent 4,292,092, September 29, 1981.
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Film Semiconductor Device,” U.S. Patent 4,854,974,
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Abstract: This paper summarizes our work toward improving 
reproducibility in fabricating high efficiency absorbers and 
devices.  This resulted in the fabrication of a CIGS cell with an 
efficiency of 21% under concentrated light.  We compare 
devices fabricated with CdS and with Cd solution treatment 
alone.  A high conversion efficiency of 15.7% is obtained with 
the latter, and we attribute this to the n-type doping afforded by 
Cd.  The work is extended to absorbers provided by Siemens 
Solar Industries (SSI). 
 
Introduction: Thin film solar cells based on CuInSe2 and its 
alloys with Ga and S have demonstrated excellent efficiencies.  
In our laboratory, a champion device was fabricated with a 
CuInGaSe2 (CIGS) absorber that demonstrated a conversion 
efficiency of 18.8%.  Siemens Solar Industries has demonstrated 
large area modules with a conversion efficiency of >12% using 
CuInGa(SSe)2 absorbers.  Results such as these speak well for 
the viability of Cu–chalcopyrite thin film PV products.  Further 
advancement and potential simplification of process steps are 
hindered by a limited understanding of material properties, the 
role of impurities and native defects, and the effect of 
stoichiometry.  Reports of material properties tend to be very 
specific to thin films prepared by multi source co-evaporation or 
three stage process, and the applicability to materials made by 
dissimilar processes such as selenization is unclear.  This gap 
can be narrowed by identifying the common thread in these 
apparently dissimilar material/device structures, and by 
quantifying the dominant effects. 
 
 Experimental: Polycrystalline CuInGaSe2 thin films were 
grown on Mo/ soda lime glass substrates by the three stage 
process.  We employed real-time composition monitoring to 
detect the change of film composition and this was useful in 
improving reproducibility.  Absorbers provided by SSI were 
used as received.  CdS layers were grown from an aqueous 
solution containing 0.0015M CdSO4, 1.5M NH4OH, and 
0.0075M thiourea at a maximum temperature of 60˚C for 15 
min.  ZnO films were deposited in two stages: the first layer 
from an undoped ZnO target, and the second layer from an 
Al2O3 doped target to produce a total thickness of 0.3 µm.  For 
the Cd solution treatments, the procedure was similar to the CdS 
deposition, but the thiourea was omitted.  This step is described 
as a “Cd partial electrolyte (Cd PE)” treatment.  In the 
following, we compare the characteristics of the two types of 
devices, i.e., ZnO/CdS/CIGS and ZnO/CIGS with Cd PE 
treatment. 
 
Results and Discussion:  We conducted a study of the effect of 
Mo sputter conditions and optimized them for our CIGS 
process.  As a result of this and the compositional control during 
the CIGS deposition, we were able to fabricate absorbers with 
repeatable compositional profiles.  The CdS process parameters 

were varied, and the effect of thickness was carefully studied.  
The ZnO film thickness, particularly of the undoped, i-layer, 
was also varied.  This resulted in a family of curves from which 
some trends could be identified.   For example, when the CdS 
layer was sufficiently thick, the device properties showed little 
sensitivity to the i- ZnO layer thickness. With the use of thinner 
CdS layers, there was a precipitous drop in the voltages and fill 
factors.  These results are summarized in another publication 
(1).  This work resulted in several important outcomes.   

Table 1 shows a summary of device results obtained 
on absorbers grown in one evaporator during a three month 
period at different intervals (XT-25 data).  The suffixes indicate 
adjacent devices on a substrate.  We find that the overall process 
control is adequate to demonstrate device efficiencies above 
18%, and high voltages and fill factors are obtained routinely.  
These data are not statistically significant, but point to an 
important consideration, i.e., high efficiency devices can be 
fabricated readily.   

There is an increasing appreciation of the suitability of 
thin film photovoltaic cells for concentrator applications.  To 
demonstrate this, we used the present cell structure up to the 
ZnO, but defined the collector grid by photolithography as is 
commonly used for crystalline devices.  The cells were tested 
under global and AM0 spectra for concentrations of up to 15 
suns.  Device efficiencies of 21% were measured.  These results 
are described fully in a companion paper presented at this 
meeting (2). 
 

CIGS 
sample # 

Cell# Voc (V) Jsc  
(mA/ 
cm2) 

FF Efficiency 

S1518-12 3 0.675 35.10 76.39 18.1 
S1518-23 3 0.6798 34.93 77.34 18.4 
 2 0.6824 34.90 77.38 18.4 
 4 0.6789 34.96 77.63 18.4 
 5 0.6799 35.00 77.75 18.5 
 6 0.6793 35.07 77.68 18.5 
S1523-23 6 0.6834 34.38 77.23 18.1 
 7 0.6872 34.39 76.77 18.1 
S1546-23 7 0.6830 34.3 77.39 18.1 
S1583-23 1 0.6923 34.18 78.00 18.5 
 2 0.6897 34.3 77.78 18.4 
 3 0.6864 34.3 77.75 18.3 
 4 0.6844 34.61 76.84 18.2 
 
Table 1.  Device data for ZnO/CdS/CIGS devices 
made during 3 months at various intervals. 
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Role of Cd in CdS/CIGS junctions:  Our strategy to solve this 
seemingly intractable problem has been to view the CdS/CIGS 
device as an interactive system, and try to separate out the most 
important effects.  Our prior work with CuInSe2 (no Ga)  had 
shown that a treatment in  a partial bath containing only Cd (no 
sulfur) is sufficient to change the electrical properties of the 
absorber and the quality of the junctions made subsequently.   
Zn baths were also shown to produce a similar effect (3).  This 
led us to the conclusion that the ability of Cd and Zn (group IIB) 
to afford n-type doping in CuInSe2 must be a key factor in the 
formation of junctions.  Here, we show the results on CIGS 
absorbers fabricated at NREL and on CIGSS absorbers provided 
by SSI.  Fig. 1 shows three illuminated J-V curves for devices 
fabricated on NREL absorbers.  Our starting point is a  
ZnO/CIGS cell where the ZnO was deposited directly on a 
CIGS absorber without any treatment.  The second case is for 
the same structure, but after the CIGS has been treated in a Cd 
PE bath.  We compare the above with the CdS case.  The effect 
of Cd PE treatment is striking when we compare the 
characteristics of the direct ZnO and Cd PE cases.  We have 
tested the effect of ammonium hydroxide treatment alone, and 

we do not see a similar improvement as we do with the (Cd+ 
ammonia) combined.  Hence, we conclude that the Cd is 
instrumental in enhancing the n-type doping at the surface 
region, and forming a strong n-p junction in the absorber.  We 
expect the n- region to be quite thin, and we have not identified 
a technique to measure the doping.  The photovoltaic parameters 
of many Cd PE treated devices were measured by the Cell 
Performance Characterization Team at NREL.  We have 
observed high open circuit voltages (650 mV) and fill factors of 
72%.  The highest efficiency was 15.7%.  A comparative 
analysis of the CdS and Cd PE cells performed at Colorado 
State University indicates that the efficiency of the latter is 
reduced by loss of open circuit voltage and an increase in 
reverse saturation current density. 

 
 
 
 

 
 Fig. 2 shows a similar family of curves for the SSI 
absorber.  The trend is similar to the NREL material described 
before and shows that the effect of Cd in junction formation is a 
common thread among the variety of CIG(SeS)2 materials.   

 
 
Conclusions:  We have optimized the various process steps 
involved in fabricating CIGS  solar cells and show that high 
efficiency devices can be fabricated repeatedly.  By comparing 
the properties of Cd treated cells with the CdS cells on two 
types of absorbers processed very differently, we show that the 
n-type doping by Cd is a dominant factor in the operation of 
CdS/CIGS solar cells. 

This work was supported by Contract # DE-AC36-
99GO10337.  We thank J. S. Ward; D. Tarrant of SSI; P. K. 
Johnson, and J. R. Sites of CSU for their collaboration. 
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Fig. 1. Light J-V curves for solar cells fabricated on NREL 
CIGS absorbers with various treatments. 
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Fig. 2. Light J-V curves for a solar cells fabricated on SSI 
CIGSS absorbers with various treatments. 
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ABSTRACT 

 
Cadmium telluride is a promising photovoltaic material 

for thin-film solar cells. However, the performance and 
reproducibility of devices has been limited by the 
conventional SnO2/CdS/CdTe device structure used for 
more than 30 years. In this paper, we report that the device 
performance and reproducibility of CdTe cells can be 
improved by using a modified CTO/ZTO/CdS/CdTe device 
structure developed at NREL. We achieved high FF of 
77.34% and high Jsc of near 26 mA/cm2, and fabricated a 
CdS/CdTe polycrystalline thin-film solar cell demonstrating 
an NREL-confirmed, total-area efficiency of 16.5%. This is 
the highest efficiency ever reported for CdTe solar cells.  
 

INTRODUCTION 
Cadmium telluride has been recognized as a promising 

photovoltaic material for thin-film solar cells because of its 
near optimum bandgap of ~1.5 eV and its high absorption 
coefficient. Small-area CdTe cells with efficiencies of more 
than 15% [1] and commercial-scale modules with 
efficiencies of >10% [2] have been demonstrated.  
However, the performance and reproducibility of CdTe cells 
have been limited by the conventional SnO2/CdS/CdTe 
device structure that has been used for more than 30 years. 
For example, conventional transparent conductive oxides, 
primarily SnO2 films, have an inherent sheet resistivity of 
~10 Ω/Sq and an average transmission of 80%. This does 
not provide adequate design latitude when trying to 
optimize either device performance or manufacturing cost.  
The CdS window layer has a lower bandgap (~2.4 eV) that 
causes absorption in the short-wavelength region. Higher 
short-circuit current densities (Jsc) can be achieved by 
reducing the CdS thickness to improve the blue response in 
the conventional CdS/CdTe device structure.  However, 
reducing the CdS thickness can adversely impact device 
open-circuit voltage (Voc) and fill factor (FF). Finally, it is 
well known that the CdCl2 treatment is important for 
making high-efficiency CdTe devices. However, one 
disadvantage of the CdCl2-treatment is that over-treatment 
can result in loss of adhesion. The adhesion problems can 
limit the optimal CdCl2 treatment process, as well as device 
performance. 

In the last five years, we have tried to understand and 
solve these issues related to conventional SnO2/CdS/CdTe 
device structure. We developed several novel materials and 
a modified CdTe device structure.  First, we developed a 
novel process to prepare high-quality cadmium stannate 
(Cd2SnO4, or CTO) transparent conductive oxide (TCO) 
films, which have lower resistivity, higher transmittance and 
smoother surfaces than conventional SnO2 TCO films [3-5]. 
When replacing the SnO2 TCO film with a Cd2SnO4 film in 

a CdTe cell, Jsc and FF of CdTe cells can both be improved 
[6-8]. Second, we developed and integrated the high-
resistivity zinc stannate (Zn2SnO4, or ZTO) buffer layer into 
CdTe cells, which improved device performance and 
reproducibility [9-11]. Third, we developed and integrated 
modified CdS films with higher optical bandgap into CdTe 
devices. This improved blue quantum efficiency and Jsc. 
Fourth, we developed a modified CTO/ZTO/CdS/CdTe 
device structure and made high-efficiency CdS/CdTe 
polycrystalline thin-film solar cells [12]. Finally, we 
developed a novel manufacturing process for fabricating 
high-efficiency CTO/ZTO/CdS/CdTe solar cells with 
potential for low cost and high throughput [13-14].  

In this paper, we present the updated high-efficiency 
device results and give some examples to explain how the 
modified CTO/ZTO/CdS/CdTe device structure works for 
achieving the high performance and good reproducibility. 
 

EXPERIMENTAL 
Both CTO and ZTO films were deposited by rf magnetron 

sputtering at room temperature in pure oxygen using 
commercial hot-pressed oxide targets. The CTO film was 
treated at 580°-660°C for 10-20 minutes in CdS/Ar 
atmosphere. The thickness of both CTO and ZTO films was 
varied from 100 to 300 nm. The CdS and CdTe films were 
prepared by chemical bath deposition (CBD) and close-
spaced sublimation (CSS) techniques, respectively. The 
CdTe film was deposited at 570°-625°C for 3-5 minutes in 
O2/He mix atmosphere. After CdTe deposition, samples 
received a vapor CdCl2 treatment at 400°-430°C for 15 
minutes. CuTe:HgTe-doped graphite paste, followed by a 
layer of Ag paste, was then applied to the devices as the 
back-contact layer.  
 

UPDATED DEVICE RESULTS 
1. High FF 

Table 1 lists current-voltage parameters of two high-
efficiency CdTe cells with FF of more than 77%. These are 
the highest FF values ever reported for CdS/CdTe 
polycrystalline thin-film solar cells. Device analyses from 
NREL and Colorado State University [15] indicate that 
these cells with high FF have lower series resistivity Rs (~1 
Ω cm2), higher shunt resistivity Rsh (~3-5x103 Ω cm2), and 
better diode quality factor A (~2).  
It is well known that reducing TCO resistivity is essential 

for reducing Rs and improving FF in superstrate devices. 
Table 1. NREL standard I-V measurements 

Cell# Voc 
(mV) 

Jsc 
(mA/cm2) 

FF 
(%) 

η 
(%) 

Area 
(cm2) 

W561-B 842.1 24.12 77.26 15.7 1.001 
W562-B 848.1 23.97 77.34 15.7 0.976 
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We have reported previously that cadmium stannate TCO 
films have resistivities (ρ ~ 1.5x10-4 Ω cm) that are two to 
six times lower than SnO2 films [3-5]. It is thus obvious that 
by replacing the SnO2 with a CTO TCO film, the Rs can be 
reduced. Also, low-resistivity CTO films will allow us to 
increase the width of the sub-cell in modules, thereby 
increasing total-area module efficiency. 

Integrating a ZTO buffer layer can significantly improve 
Rsh in two ways [9-11]. First, it reduces the probability of 
forming a localized TCO/CdTe junction with low Voc and 
FF when the CdS film is thinned.  Second, the ZTO buffer 
layer can act as an �etch-stop� layer during the back-contact 
formation process and greatly reduce shunting problems.  

 
2. High Jsc 

Table 2 lists I-V parameters of two high-efficiency CdTe 
cells with high Jsc of near 26 mA/cm2. 
Table 2.  NREL standard I-V measurements 

Cell# Voc 
(mV) 

Jsc 
(mA/cm2) 

FF 
(%) 

η 
(%) 

Area 
(cm2) 

W547-A 847.5 25.86 74.45 16.4 1.131 
W567-A 845.0 25.88 75.51 16.5 1.032 
In this work, high Jsc�s have been achieved by three ways: 

reducing Jsc loss due to TCO absorption, reducing Jsc loss 
due to CdS absorption, and reducing Jsc loss due to 
recombination in the junction and CdTe regions.  
(1) We have reported previously that Cd2SnO4 TCO film 
has higher transmittance and lower absorbance than SnO2 
films [6-8]. Table 3 lists the Jsc loss due to TCO absorption 
for four different TCO films that are all deposited on 
Corning 7059 glass. It can be seen that the CTO film has the 
lowest Jsc loss (0.6 mA/cm2) � two to four times lower than 
SnO2 films prepared by precursors TMT and SnCl4, 
respectively. Also, we can see that integrating a ZTO buffer 
layer into a CdTe cell results in a Jsc loss of <0.1 mA/cm2 
due to its high bandgap and low absorption [9-11]. 
Table 3. 

TCO Rs (Ω/Sq) Jsc loss due to TCO 
absorption 

SnO2 (SnCl4) 8-10 2.8 
SnO2 (TMT) 7-8 1.3 

Cd2SnO4 7-8 0.62 
CTO/ZTO 7-8/~105-106 0.68 

(2) In the conventional SnO2/CdS/CdTe device, improved 
blue spectra response can be achieved by reducing the CdS 
thickness. However, reducing CdS thickness can impact 
device Voc and FF, and reproducibility. In the 
CTO/ZTO/CdS/CdTe device, interdiffusion between the 
CdS and ZTO films �consumes� CdS film during device-
fabrication. This interdiffusion can occur either at higher 
temperature (570°-650°C) in Ar, or at lower temperature 
(400°-420°C) in a CdCl2 atmosphere [10,12]. Therefore, we 
can control CdS consumption by optimizing CdTe 
deposition and CdCl2 treatment process. Using this 
technique has resulted in internal quantum efficiencies of 
>75% at 400 nm and reduced Jsc loss due to CdS absorption 
to 1.0~1.3 mA/cm2. This property may also be exploited in 
production by using thicker CdS films, thereby enhancing 
yield without reducing Jsc. 

(3) The interdiffusion between the CdS and ZTO layers also 
significantly improves the adhesion between the TCO and 
the CdS layer after CdCl2 treatment [10-12]. This 
improvement not only improves the device reproducibility, 
but also provides greater latitude in optimizing the CdCl2 
treatment process. The time-resolved photoluminescence 
(TRPL) results indicate that an optimally CdCl2-treated 
device has much longer TRPL lifetime, and thus, lower 
junction recombination. Indeed, Jsc loss due to 
recombination in the junction regions is only ~0.5 mA/cm2. 
 
3. High efficiency  

A number of CTO/ZTO/CdS/CdTe cells with efficiency 
of more than 15.8% have been fabricated. We have 
demonstrated a CTO/ZTO/CdS/CdTe polycrystalline thin-
film solar cell with an NREL-confirmed total-area 
efficiency of 16.5% (Voc=845.0 mV, Jsc=25.88 mA/cm2, 
FF=75.51%, and area=1.032 cm2). We believe that this is 
the highest efficiency ever reported for CdTe solar cells. 
 

CONCLUSIONS 
The use of a modified CTO/ZTO/CdS/CdTe device 

structure can minimize some issues that are significant in 
conventional SnO2/CdS/CdTe cells and can improve device 
performance and reproducibility. A CTO/ZTO/CdS/CdTe 
cell with an NREL-confirmed total-area efficiency of 16.5% 
has been achieved, which is the highest efficiency ever 
reported for CdS/CdTe solar cells. 
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ABSTRACT

This paper describes advances in device efficiency,
absorber adhesion, monolithic integration and elimination of
back contact cracking for CIGS processing on flexible poly-
imide (PI) substrates.

1. Introduction
Roll-to-roll production of CIGS-based PV on stainless steel

or PI flexible web is commercially attractive because deposit-
ion processes can run continuously at high rates, and equipment
is compact and relatively inexpensive. On PI substrate, comp-
lete monolithic integration using continuous processing at prod-
uction rates can result in a flexible, lightweight product that is
easily stored, transported, and assembled. Reported difficulties
in producing viable PV on PI substrates at GSE and elsewhere
[1] include low processing temperature required by PI, poor ad-
hesion of CIGS to back contact/PI substrate, loss of electrical
continuity due to cracking of the molybdenum back contact
layer, and lack of viable methods for monolithic integration. This
paper reports GSE's progress in solving many of these problems.

2. CIGS Material Quality and Device Efficiency
The most efficient CIGS devices have been made at relatively

high deposition temperatures with an extrinsic Na source
present. On PI, CIGS deposition temperature is limited to 400°C

for extended times and 440°C for under about 15 minutes.
Even at low temperatures, however, devices with relatively

high efficiency can be produced. Fig. 1 shows the J-V charact-
CIGS on Polyimide (with AR)
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Fig 1. JV characteristics of an 11.3% efficient device
eristic of an 11.3% efficient CIGS device made on PI without
extrinsic Na at an estimated substrate temperature of 423°C.
The device was made by co-evaporation from the elements in
a modified 2-stage approach on a moving web in roll-to-roll
equipment. For CIGS deposition on a stationary PI substrate
supported on glass, a device efficiency as high as 12.8% (with
Na, but without AR) has been reported [2]. Based on these
results and anticipated improvements due to process optimiza-
tion and possibly Na addition, the CIGS electronic quality

should be sufficient for production of reasonably efficient
modules on PI despite the temperature limitations.

3. Back Contact Cracking and Electrical Continuity
Another difficulty reported with PI substrates is cracking

of the molybdenum back contact layer [1]. We have also
observed back contact cracking (Figs. 2A and 2B). Although
both tensile and compressive failure have been seen to occur
during CIGS deposition, disruption of electrical continuity
is mainly due to tensile failure. Cracks are often parallel and
vary in separation from 10 microns to a few millimeters.

Fig 2A. SEM view of
back contact Mo after
removal of CIGS with
adhesive shows CIGS
adhering along some
edges of the vertical
cracks

Fig 2B. Higher
magnification SEM view
of a crack indicates tensile
failure in the Mo layer in
this example

Sheet resistivity, taken with a 4-point probe in directions
parallel and perpendicular to web travel, is a valid measure
of the impact of back contact cracking. High variability in
direction and severity of cracking is shown in electrical
measurements of sheet resistivity. Cracking appears to be
related to the initial stress of the as-deposited Mo and ther-
mally induced dimensional changes of the PI during CIGS
deposition. This is probably exacerbated by the brittle nature
of the Mo and the large difference in coefficient of thermal
expansion between Mo and PI. We have developed an
alternate back contact on PI that appears to be compatible
with CIGS deposition and avoids the cracking that leads to
electrical discontinuity. Table 1 shows a severe example of
the effect of Mo cracking on back contact sheet resistance.
Table 1. Sheet resistivity (orthogonal and parallel to the web) of a
Mo back contact and a back contact of alternate construction

Sheet Resistivity (ohms/square)
Contact/Direction Mean Std. Deviation
Mo / Across Web 182.2 65.5
Mo / Down Web 19.3 15.6
Alt. / Across Web 0.338 0.018
Alt. / Down Web 0.326 0.008

The data in Table 1, taken after CIGS deposition and removal,
show a significant increase in sheet resistivity, as well as sig-
nificant anisotropy due to the directionality of the cracking.
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For the Mo contact the sheet resistance was 1.6 ohms/sq with
no variation before CIGS deposition. Data for the alternate
back contact indicate that the resistivity was isotropic and
unchanged from its initial value before CIGS deposition.

4. Monolithic Integration
 The all-laser process at GSE uses multiple beam, selective
cutting to make front and back contact and interconnect scribes
at 12-in/sec, forming a monolithic interconnect on PI substrates
[3, 4]. The alternate back contact required only minor changes
to back contact scribing conditions, but will require re-optimiz-
ation of the interconnect (via) scribe. Preliminary data using via
test patterns on the newer alternate back contact show reasonable
specific resistance for the via scribe, although further improve-
ment is desirable. On Mo back contacts an interconnect resist-
ance of 0.5 ohm-cm has been achieved. Significant improvement
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Fig. 3. Specific via resistivity as a function of laser power
(in arbitrary units) for the alternate back contact

has been made in other aspects of the all-laser monolithic inte-
gration at GSE. Lines of insulating material about 100µ wide
have been ink-jet printed over the back contact scribe, and total
interconnect widths of about 250µ have been achieved (see Fig.

4); more work is needed to achieve those levels routinely. This
monolithic interconnect technology allows narrow cell inte-
gration without imposing large losses, thus relaxing the require-

Fig 4. SEM micrograph of a monolithic interconnect made with
the all-laser process; the total interconnect width is 240µ

ments on the transparent front contact. Modules with Voc’s
approaching 300 volts have been made at GSE, in a 12-in by
32-in format, using 5 monolithically integrated subpanels.

5. Absorber Adhesion
Inadequate adhesion of the absorber layer to Mo back

contacts on PI based CIGS has also been reported [1] and
observed at GSE. We are testing a modification to the inter-
face intended to improve absorber layer adhesion; so far,
dramatically improved adhesion of the absorber layer has
been observed, as shown in Table 2.
Table 2. Adhesion test results using 26 oz-in tape pull and
calibrated film-pull tests on CIGS deposited on PI substrates
with and without interface modification

Sample /
Interface

Tape Pull Test
CIGS Film Remaining

(% of Area)

Film Pull Test
Tensile Failure
(PSI, Average)

#1  Standard 10 - 0 -
#2  Standard 18 - 0 -
#3  Standard 97 - 0 -
#4  Modified 50 148
#5  Modified 100 2010
#6  Modified 100 3120

6. Conclusions
GSE has demonstrated that CIGS capable of 11.3% device

efficiency can be made on PI substrates in a continuous, roll-to-
roll process despite the limitations imposed on processing temp-
erature by that substrate. We have also demonstrated mono-
lithic interconnects of less than 250µ total width on PI using a
high speed, all-laser process. This is an enabling technology
for the low-area-loss, high-efficiency, high-voltage modules
preferable for bulk utility power generation, as well as many
space applications. Significant progress has also been made to
improve back contact durability and absorber layer adhesion.
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ABSTRACT 

The effects of oxygen on junction properties in 
CdS/CdTe solar cells are investigated by a transmission 
electron microscopy (TEM) study of CdS/CdTe junctions 
grown by different techniques and in different 
environments.  We find that the presence of oxygen in both 
CdS and CdTe films significantly suppresses the 
interdiffusion at the junctions.  Without the presence of 
oxygen, the interdifussion can be substantial.  This results in 
fully consumed CdS regions, which have the same effects of 
pinholes, and high Te concentration CdS1-xTex regions, 
which have much lower bandgap than CdS.  This leads to 
reduced Voc and Jsc for the CdS/CdTe solar cell.  Oxygen 
impurity in chemical-bath deposited (CBD) CdS films is 
therefore proposed to be the main cause for the different 
solar cell performance using CBD-CdS and non-CBD-CdS 
as window layers.   

 
1.  Introduction 

So far, most high-efficiency CdS/CdTe solar cells utilize 
CdS layers grown by CBD [1-3], with the sole exception of 
ref. [4].  This wet growth process is, however, problematic 
in commercial manufacturing.  An all-dry CdS growth step 
like close spaced sublimation (CSS) is manufacturally more 
favored, but usually yields lower efficiency.  It is known 
that CBD CdS films contain a high concentration of 
impurities, mainly oxygen, and usually have lower crystal 
quality than CSS CdS.  The fact that the better-quality CdS 
films could not lead to better CdS/CdTe solar cells has long 
been puzzling.  Incorporation of oxygen in non-CBD CdS 
films has been found to achieve better efficiency.  It is 
therefore reasonable to assume that it is oxygen impurities 
in CBD CdS films that are responsible for the better cell 
performance.  However, so far there are no systematic 
investigations to support this assumption.  

In this paper we provide systematic TEM studies of 
CdS/CdTe junctions to elucidate why and how oxygen 
present in CdS and CdTe films affects the cell performance. 
We find that oxygen affects the cell performance by 
controlling the interdiffusion at the junctions.  Without the 
presence of oxygen, the interdifussion can be substantial, 
resulting in fully consumed CdS regions, which have the 

same effects as pinholes, and high Te concentration CdS1-

xTex regions, which have much lower bandgap than CdS.  
This leads to reduced Voc and Jsc for the CdS/CdTe solar 
cell.  Oxygen impurity in CBD-CdS films is therefore 
proposed to be the main cause for the different solar cell 
performance using CBD-CdS and non-CBD-CdS as window 
layers.   

 
2.  Experimental 

All CdS/CdTe junctions were grown on SnO2-coated 
silicon substrates under conditions identical to those used in 
fabricating high efficiency devices.  In order to understand 
the effects of oxygen in CdS films and CdTe films 
separately, we designed two sets of samples: 1) CdTe films 
grown on CBD CdS, as-grown CSS CdS, and CSS CdS 
annealed in oxygen.  The CdTe films were grown by CSS 
without the presence of oxygen during the growth.  2) CdTe 
films were grown on as-grown CSS CdS films.  The CdTe 
films were grown with and without the presence of oxygen.   

 
3.  Results 

Figs. 1 (a) and (b) show cross-sectional TEM images of 
an as-grown CSS CdS/CdTe and an oxygen-annealed CSS 
CdS/CdTe device after vapor CdCl2 treatment, respectively.  
Fig. 1 (c) is a cross-section of the CBD CdS/CdTe device 
structure.  The Si, SnO2, and CdTe layers can be clearly 
identified in all images.  In Fig. 1 (a), the CdS layer is not 
visible in some regions, as indicated by the arrow A.  The 
CdTe seems to contact the SnO2 layer directly, indicating 
total consumption of the CdS.  In other areas, indicated by 
arrow B, the CdS layer is seen but with significantly 
decreased thickness suggesting that consumption is spatially 
variable in the plane of the film.  Interdiffusion in the 
oxygen-annealed CSS CdS sample, Fig. 1 (b), contrasts this 
behavior sharply.  The CdS layer in this case is still very 
visible.  This strongly indicates that oxygen present in CdS 
layers significantly suppresses the interdiffusion. Without 
the presence of oxygen, substantial interdiffusion can take 
place and can subsequently lead to fully consumed CdS 
regions, which have the same effects as pinholes, and high 
Te concentration CdS1-xTex regions, which have much lower 
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bandgap than CdS.  This leads to a reduced Voc and Jsc for 
the CdS/CdTe solar cell.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.  Cross-sectional TEM images of CdS/CdTe 
interface using (a) as-grown CSS CdS layers, (b) 
CSS CdS layers annealed in oxygen, and (c) CBD 
CdS layers. 

 
To demonstrate the Jsc loss due to the formation of high 

Te concentration CdS1-xTex regions, we calculated the 
current losses in CdS/CdTe devices with different thickness 
of CdS layer consumed to form CdS1-xTex.  Zero collection 
is assumed in the CdS layers.  Calculated external QE 
curves are shown in Fig. 2.  It is seen that for a given CdS 
film thickness, Te alloying decreases QE due to the reduced 
bandgap of the CdS1-xTex alloy.  For the 100-nm thick CdS 
case, the integrated device current decreased from 22.02 
mA/cm2 to 18.32 mA/cm2 as Te alloying increased from 0 
at.% to 20 at.%.  For the thinner CdS film, the drop in 
current was not as pronounced: 22.55 mA/cm2 to 20.44 
mA/cm2.  Te alloying causes a large drop in the CdS 
bandgap which reduces the quality as an optical window. 

 

 
 
 
 
 
 
 
 
 

 
Fig. 2. Calculated external QE curves for CdS/CdTe 
devices for various amounts of Te alloying in the 
CdS layer. 
 
In the CdTe side, we find that oxygen suppresses S 

diffusion, especially along the grain boundaries.  Our 
observations clearly suggest that the S diffusion in the CdTe 
side follow the scenario shown in Fig. 3.  Grain boundaries 
significantly assist S diffusion in the CdTe layer when the 
CdTe is grown without the presence of oxygen.  However, 
grain boundaries do not enhance the S diffusion in CdTe 
when it is grown in the presence of oxygen.  The reason is 
likely to be the formation of Cd-O bonds at the grain 
boundaries, which are resistant to the S diffusion.    

 
 
 
 
 
 
 
 
 
Fig. 3. Models for the S profiles inside grains and 
along grain boundaries for the CdTe grown (a) 
without and (b) with the presence of O during 
growth.  
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ABSTRACT 
 
      The U.S. Department of Energy (DOE) has 
conducted a phased research and product 
development program, Building Opportunities in 
the United States for Photovoltaics, or 
PV:BONUS, to develop PV and PV/hybrid 
products for building applications. The program 
was initiated in 1993 and is nearing completion. 
The specific focus is to develop PV and 
PV/hybrid technologies for the residential and 
commercial buildings sector. Commercially 
available products and new business partnerships 
resulted from this program and the new products 
are receiving domestic and international 
recognition. This paper summarizes these 
successes and lessons learned.   
 
 
1.  Introduction 
      The DOE initiated the Building 
Opportunities in the United States for PV 
(PV:BONUS) program in 1993 to develop 
cutting-edge solar products for the building 
industry. Program objectives were to develop 
technologies and foster business arrangements 
for products cost-effectively integrating PV or 
PV/hybrid technology into buildings. An 
important factor is that these products must be 
installed without the need for specialized 
training. The program was conducted through 
two competitive solicitations, termed 
PV:BONUS and PV:BONUS2. Twenty-two 
partnerships were initiated under PV:BONUS 
and from these, five new products were 
developed. Products included solar roofing 
shingles and a factory-built modular home 
integrating PV. PV:BONUS2 began with 16 
partnerships. Seven were selected for additional 
work, resulting in five commercially available 
products. Products range from an “enabling” PV 

application to dual-purpose or hybrid products, 
and products for unique applications. Highlights 
and lessons learned from the overall PV:BONUS 
program are described in the following sections. 
Program results and progress are also described 
in previous papers [1,2]. 
 
 
2.  Specific Accomplishments/Lessons 
Learned 
     PowerView Viewglass PV Curtain Wall, and 
PV Sunshade - BP Solarex teamed with 
Kawaneer, Solar Design Associates, and Viracon 
to develop three building-integrated PV (BIPV) 
products using tandem-junction a-Si PV 
modules. The PowerView is an insulated 
viewglass functioning as a power producer and a 
window. The team is also producing an 
electrically active, opaque spandrel curtain wall, 
which can be incorporated into a building’s skin. 
Kawaneer received a design award for their PV 
Sunshade, an architecturally pleasing product 
that can be retrofitted or incorporated in the 
initial building design All three products are 
BIPV designs, fully incorporated in the 
building’s function. Lessons learned include 
better process control for manufacturing 
modules, utilizing different materials such as 
heat-strengthened glass, and creating products 
meeting the requirements for building materials, 
PV modules and electrical products. Desing 
factors included flexibility, pressure resistance, 
insulation and thermal expansion. The industry 
consortium that collaborated to design, develop 
and manufacture these products was an 
important factor in this success. 
      HeatGuardTM and PowerThermTM  - 
PowerLight Corporation developed two products 
for the building market. HeatGuardTM is an 
interlocking, insulating roof tile that allows only 
1% of the thermal insolation into the building. 
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The benefit of this isolating layer is a significant 
increase in the overall energy efficiency of the 
building. PowerLight is also completing final 
tests for a second product named PowerRollTM, a 
combined PV/thermal hybrid system for 
medium-temperature hot water applications. The 
product combines the USSC flexible triple-
junction module adhered to a heat-transfer 
backing material. Lessons learned in this work 
are the challenge of combined testing to meet 
solar concentrator standards, PV module 
standards and UL requirements. Technical 
lessons learned included materials selection, 
such as an adhesive meeting safety codes and 
surviving outdoor exposure and operating at 
elevated temperatures. 
      Phototherm Module - The team of Solar 
Design Associates (SDA), United Solar Systems 
Corp. (USSC), and SunEarth Inc. is developing a 
hybrid PV/thermal product called Phototherm. 
The product is a unitized combination of a liquid 
thermal collector and the USSC triple-junction a-
Si thin-film module. Phototherm resembles a 
traditional solar thermal design, except the PV 
module replaces the top surface of the absorber 
plate. The current Phototherm product is 
designed for installation on an existing roof. The 
partners gained experience in defining a solar 
product capable of higher temperature operation 
and selecting materials to lower product cost. 
Because the hybrid product will operate as a PV 
module and a source for hot water, qualification 
tests had to be defined. The product must also 
meet requirements for safety (UL), PV modules 
and solar thermal products and building codes. 
      Flexible PV membrane - USSC developed a 
field-applied, flexible PV membrane (PVM) for 
roof applications. The 30-in-wide by 18-ft long 
Peel and Stick PV module is shipped in rolls and 
to be applied to the roof at the job-site. Shipped 
with a factory-installed termination or a field-
installed termination, both designs meet NEC 
requirements and are UL listed. The modules are 
fully compatible with metal roofing materials, 
and work is being completed for adhesives 
compatible with other roofing and building 
materials such as concrete and wood. Lessons 
learned include designing a product and 
materials meeting all requirements for building 
materials, and existing trade practices for roofing 
materials. 
      Electrochromic windows - Sage 
Electrochromics teamed with BP Solarex, 
Viracon, and Libbey-Owens-Ford to develop 
electrochromic (EC) windows with a PV-
powered variable control. The PV controls are an 

enabling technology for this product to be 
suitable for more applications and will simplify 
building wiring. Currently the preproduction run 
of 60 windows is undergoing demonstration 
testing and evaluation. The partnership is an 
example of how to establish a team with 
common interests to produce an innovative 
product for future markets.  

 
4.   Summary 
      The availability of BIPV and interest in 
efficient building design are growing markets for 
PV and solar applications. The products must 
meet the combined requirements of safety and 
electrical performance, as well as design, 
manufacturing and marketing hurdles. They must 
meet requirements for building products and the 
expectations of designers, architects, and 
builders who want reliability, aesthetic design, 
and low-cost installation. The PV:BONUS 
program addressed these issues and several 
products resulting from this program meet these 
requirements. In addition, the participants have 
gained from learning how to design to meet the 
codes and trade practices for building products. 
Successes in the program demonstrate the benefit 
of collaborative teams with specialized expertise 
who work together to design, develop, produce, 
and market the products.  
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American Solar Challenge
North America’s Newest, Most Challenging Solar Car Race

Richard J. King
U.S. Department of Energy

Raising the Bar

After ten years of raycing solar cars in the
U.S., we decided to raise the bar.  The
American Solar Challenge is the most
challenging solar car race ever held.

       Sunrayce          vs.             ASC

Ten 100-150-mile
legs

1200 miles Total

Three legs, middle
leg 1,800 miles!

2,300 miles Total
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Historic Route 66 Celebrated its Silver Jubilee Anniversary in
2001, which was begun in 1926 and quickly became known as

“Main Street USA”.
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PV Array Measured Power

Team Name Power (watts) Cell Manufacturer
1. Messiah College 1627 Emcore
2. Principia College 1528 TechStar
3. Queen’s University 1084 SunPower Pegasus
4. University of Michigan 1038 Spectrolab
5. Kansas State University   992 ASE Americas
6. Texas A&M University   968 Spectrolab
7. Iowa State University   934 ASE Americas
8. MIT   890 ASE Americas
9. University of Waterloo   871 BP Solar
10. University of Toronto   864 SunPower Pegasus
11. University of Missouri – Rolla  862 ASE Americas
12. South Bank University   869 ASE Americas
13. Rose-Hulman   858 ASE Americas
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Starting line at
Chicago
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First Overnight at UM- Rolla
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Final Results

RANKING
       Start   Leg 2   Leg 3

1. University of Michigan 56:10:46         10         2           1
2. University of Missouri-Rolla 57:30:52           4         1           2
3. Waterloo University 62:00:18         23         5           3
4. Queens University 62:55:11         13        14          4
5. Kansas State 65:22:55         16          9          5
6. University of Minnesota 66:59:20         22        17          6
7. Principia College 67:25:43           2          4          7
8. Rose-Hulman 69:17:30           1          3          8
9. University of Arizona 69:56:32           7          8         10
10. MIT 71:41:55          28        10         9
11. University of MO-Columbia 72:28:49           8          7         11

Final Results (cont.)

RANKING
       Start   Leg 2   Leg 3

12. University of Toronto 79:05:57           5         6          12
13. Messiah College 80:22:37         24        13         13
14. South Bank University (UK) 80:44:47         26        11         14
15. Stanford #16 90:56:16           3        12         15
16. Iowa State 92:39:00         19        26         16
17. FUTURA (Italy) 95:49:13         21        21         17
18. Stanford #91 99:53:07         20        27         18
19. Minnesota State 103:55:00       18        18         19
20. ETS (Canada) 106:00:57         6        15         20
21. North Dakota State 115:09:17        14       19         21
22. Los Altos High School 121:41:50        25       20         22
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Final Results (cont.)

RANKING
       Start   Leg 2   Leg 3

23. Western Michigan 125:08:49         9        22         23
24. University of North Dakota 127:17:35        15       24         26
25. University of Virginia 128:03:07        11       16         24
26. Northwestern University 130:04:09        17       25         25
27. Texas A&M 130:31:11        12       23         27
28. Alberta 138:50:32        27       28         28
29. McMaster University Withdrew
30. University of Pennsylvania Disqualified (unable to finish 

qualifier or 1st. Leg)
31. Newburgh Free Academy Disqualified (did not pass 

scrutineering)
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Solar Decathlon
The U.S. Department of Energy’s
new student competition to design
and operate a solar-powered house.

The Solar Decathlon will be held
on the National Mall in 2002

T he U.S . Department of Energy’s  new s tudentT he U.S . Department of Energy’s  new s tudent
competition to des ign and operate a solar-competition to des ign and operate a solar-
powered house.powered house.
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About the Solar Decathlon
• Demonstrates that the sun can provide the

energy for an entire household, a home-
based business, and the transportation
requirements of both the household and the
business.

• Challenges engineering and architecture
students to collaborate and compete in view
of a national audience.

• Fourteen selected teams design, build, and
transport their competition homes to
Washington, DC.

• One week of ten contests.

107



The Ten Solar Decathlon Contests
• Design and Livability:  Design, innovation, and aesthetics, to be judged by a

jury of renowned architects.
• Design Presentation and Simulation:  Document construction of the house and

the simulation of performance.
• The Comfort Zone:  Maintain the interior comfort efficiently.
• Refrigeration: Maintain a refrigerator and freezer while minimizing energy use.
• Hot Water: Provide hot water for common  household uses.
• Energy Balance: Begin and end the competition with the same amount of

energy stored in the battery system.
• Lighting: Elegance, quality, and energy efficiency of the lighting.
• Home Business: Provide energy to power a small business operated from the

home.
• Getting Around: Transport “Solar Decathletes” around town in an electric

vehicle.
•  Graphics and Communication:  Web site, newsletters, and other outreach

materials, as well as house tours for the visiting public.

About the Solar Decathlon Contests
Contest criteria include:
• Design aesthetics
• Energy efficiency
• Innovation
• Performance
• Public outreach

Winning teams will have a diversity of abilities:
• Architecture and Engineering
• Marketing and Communications
• Analysis and Computer Science

The team with the most points at the
       end of the week will win the competition.
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Solar Decathlon Teams

Auburn University
Carnegie Mellon University
Crowder College
Texas A&M University
The University of Delaware
The University of North Carolina at Charlotte
The University of Texas at Austin
Tuskegee University
University of Colorado at Boulder
University of Maryland
University of Missouri – Rolla
University of Puerto Rico – Mayaguez
University of Virginia
Virginia Polytechnic Institute and State University

Sponsors and Organizers
• The U.S. Department of Energy (DOE) is the

primary sponsor of the Solar Decathlon.

• The National Renewable Energy Laboratory
(NREL) is the organizer of the Solar Decathlon
on behalf of DOE.

• BP Solar is DOE’s principal corporate partner
and co-sponsor of the Solar Decathlon.

• The American Institute of Architects (AIA) is
contributing design guidance to the Solar
Decathlon.
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For more information, visit our website at:
www.solardecathlon.org

Energy We Can Live With

The Solar Decathlon
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Defects in Photovoltaic Materials  
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ABSTRACT 
 
  I briefly review the basic physical principles 
underlying the formation energy of various intrinsic 
defects in common photovoltaic materials 
(chalcopyrites, II-VI’s).  I then use the above 
principles to explain why doping of semiconductors 
is, in general, limited and which design principles can 
be used to circumvent such limits.  This work can 
help design strategies of doping absorber materials as 
well as explain how TCOs work.  Recent results on 
the surprising stability of polar (112) + 
( )1 1 2 surfaces of CIS will also be described in this 
context. 
 
1. Introduction 
 
  In this paper, I review some of the recent results we 
found in our Solid State Theory group on dopability 
of chalcopyrites, II-VI's and TCO's.  We were able to 
formulate the main conditions needed for good n-type 
and p-type doping, and outline the basic design 
principles needed to improve doping. 
 
2. Conditions for n-type doping via intrinsic 

defects [1]. 
 
  (i) Donors must have shallow levels so they are 
readily ionizable.  For ZnO this means that VO, or 
Zni, or ZnO must have levels near the CBM.  Our 
calculations show that Zni has indeed a shallow level 
(while VO is deep).  For SnO2, VO is shallow, as is 
Sni.  Surprisingly, we find that hydrogen impurity 
also forms a shallow donor in these materials, which 
can also lead to n-typeness. 
 
  (ii) Donors must have a low formation enthalpy so 
that the concentration of donors is high.  For ZnO we 
find that this holds for Zni that is easily formed, 
whereas in SnO2 this holds for Sni.  For ZnIn2Se4 this 
is In-on-Zn antisite. 
 
  (iii) Electron-killer centers must have high 
formation enthalpy, so their concentration is low.  
This means that Oi, VZn (in ZnO) or VSn (in SnO2) 
have high formation enthalpy.  Our calculations show 
that this is the case for ZnO and SnO2.  In ZnIn2Se4 
this is VZn. 
 
  We see that ZnO and SnO2 are predicted to be easily 
n-dopable via intrinsic defects, and H impurities.  

The reason that n-type doping is limited in CuGaSe2 
is the failure to fulfill condition (iii).  This situation is 
summarized via the "phenomenological doping-limit 
rule": a material cannot be doped successfully n-type 
if its CBM is too close to vacuum (i.e., its electron 
affinity is too small).  This is the case for diamond, 
AlN, CuGaSe2, etc.  In these cases, electron-killer 
defects such as cation-vacancy will form and 
compensate the electron-producing agent.  
Conversely, a material can be doped successfully n-
type if its CBM is as far away from vacuum as 
possible (large electron affinity).  This is the case in 
ZnO, SnO2, InP. 
 
  Design Principles: One can enhance n-type 
dopability by lowering the CBM, e.g., via N-alloying 
of III-V's or oxygen alloying in II-VI's. 
 
3. Conditions for good p-type dopability via 

intrinsic defects: 
 
  (i) Acceptors must have shallow levels so they are 
readily ionizable.  For ZnO this means that Oi and 
VSn are shallow, while for SnO2 it means that Oi and 
VSn are shallow.  Our calculation shows that for ZnO 
the VSn defect is shallow. 
 
  (ii) Acceptors must have low formation enthalpy so 
that the concentration of acceptors is high.  Our 
calculation shows that for ZnO this is true only for O-
rich but not for Zn-rich conditions. 
 
  (iii) Hole-killers must have high formation enthalpy 
so that they do not form.  For ZnO this includes VO, 
Zni or ZnO.  Our calculation shows that his condition 
is not met for ZnO where the hole-killer VO and Zni 
are easily formed.  This is the reason why ZnO 
cannot be doped (at least in equilibrium) p-type. 
 
  The situation can be summarized again by the 
phenomenological doping-limit rule: "a material 
cannot be doped p-type if its VBM is too far from the 
vacuum level (intrinsic work-function is too big).  
This is the case for common oxides such as ZnO, 
MgO, CaO, etc.  In this case, hole-killers such as 
cation interstitials form readily, thus compensating 
hole formation.  Conversely, a material can be doped 
p-type if its VBM is high in energy (small intrinsic 
work function).  Design principles: p-type dopability 
can be enhanced by adding a d-band metal (e.g., Cu), 
since the d-states repel upwards the anion p-states 
that form the VBM.  Thus, CuBIIIX2

VI compounds are 
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easier to make p-type than II-VI's.  Also, Telluride's 
(in II-VI's) and antimonides (in III-V's) have a high 
VBM energy, and thus are easily made p-type. 
 
4. Origins of coexistence of conductivity and 

transparency in SnO2 [2]. 
 
  Stannic oxide (SnO2) is a prototype "transparent 
conductor," exhibiting the seemingly contradictory 
properties of high metallic conductivity with nearly 
complete transparency in the visible range.  First-
principles calculations are employed to determine the 
conditions required for this unusual effect by 
investigating the role of intrinsic defects and 
hydrogen impurity.  It is found that the tin interstitial 
and oxygen vacancy predominate in the defect 
structure of SnO2 due to their low formation energies 
and attractive interaction between them.  These 
intrinsic defects donate conduction electrons in 
undoped SnO2 with almost no reduction in optical 
transparency.  Moreover, hydrogen is found to act as 
an electron source in SnO2.  
 
  We also find that (i) Sni has a very low formation 
energy in SnO2 and will thus exist in large 
concentration.  Furthermore, this off-stoichiometry-
promoting defect also produces a donor level inside 
the conduction band, leading to instant ionization and 
conductivity.  (ii) The reason for the stability of 
interstitial Sn in SnO2 is the existence of two 
oxidation states of tin, i.e., Sn4+ (in SnO2) and Sn2+ 
(in SnO).  Thus, Sni can form in SnO2 easily since it 
creates a local bonding environment that resembles 
that in stable SnO.  (iii) The presence of Sni lowers 
dramatically the formation energy of VO.  This 
explains large oxygen deficiency.  We explain (iv) 
the absence of spontaneous formation of acceptor 
"killer defects" and (v) the absence of inter 
conduction band absorption.  Furthermore, (vi) 
despite the fact that H is expected to behave as an 
acceptor in an n-type material, the oxygen-bonded 
hydrogen in SnO2 is found to enhance n-type 
conduction. 
 
5. Defect-induced nonpolar-to-polar transition 

at the surface of chalcopyrite semiconductors 
[3]. 

 
  In zinc-blende semiconductors, the nonpolar (110) 
surface is stabler than all polar surfaces because the 
formation of the latter require the creation of charge-
neutralizing but energetically costly surface 
reconstruction.  Our first-principles calculations on 
CuInSe2 reveal that in the double-zincblende 
(chalcopyrite) structure, (112)-cation plus ( )1 1 2 -

anion polar facets are lower in energy than the 
unfaceted nonpolar (110) plane, despite the resulting 
increased surface area.  We show that this effect 
results from the remarkable stability of surface 
defects (Cu-vacancy, Cu-on-In antisite) in 
chalcopyrites, and explains the hitherto puzzling 
formation of polar microfacets when one attempts to 
grow a nonpolar chalcopyrite surface. 
 
  We predict the polar surface to be stabilized by Cu-
vacancies (VCu) in Cu poor conditions, and by Cu-on-
In antisite defects CuIn in In poor conditions.  Our 
result might explain the dramatic reduction in free-
carrier density observed when growing the nominally 
nonpolar chalcopyrite surface that reverts to (112) + 
( )1 1 2 polar micro facets: The conditions for 
electrostatic stability require the surface defects 
considered here to be fully ionized, since otherwise 
they would not accomplish the needed charge 
neutralization of the polar surfaces.  In particular, the 
electrostatic potential pushes the valence band up 
until it overlaps the acceptor defects at the (112) 
surface, ionizing them and releasing holes.  These 
holes, however, do not provide free carriers within 
the bulk of the sample, as they are confined 
electrostatically at or near the anion surface.  If the 
latter also has an ordered-defect reconstruction 
involving donors such as anion vacancies, these will 
exactly compensate the holes from the cation surface.  
In either case, the polar-faceted nonpolar plane is 
autocompensated by the equal areas of anion and 
cation facets leading to the observed dramatic 
decrease in carrier density.  This compensation does 
not occur when the chalcopyrite (112) plane is grown 
alone. 
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ABSTRACT 

Outstanding progress has been made in the initial 
commercialization of high performance CIS thin film 
photovoltaics.  Market acceptance has been good for the ST 
line of products that include 5, 10, 20, 36 and 40-watt 
modules.  All of these products are fabricated from large 
~30x120 cm circuit plates that are used intact or cut into 
smaller circuit plates for the smaller products.  Production 
rates are being continually increased and now exceed 
500 kW per year.  Electrical performance has proven to be 
quite predictable with aperture efficiencies over 10%.  
Prerequisites have been demonstrated for the continued 
systematic scale up of present processes.  Further device and 
production R&D will lead to higher efficiencies, lower 
costs, and improved package designs.  This paper will 
discuss Siemens Solar Industries’s (SSI’s) progress in 
commercialization of CIS-based thin-film PV and present 
efforts to scale equipment and processes to higher 
capacities, to improve device efficiencies and to improve 
module durability. 

1. Introduction 
The primary objectives of the SSI “Commercialization 

of CIS-Based Thin-Film PV” subcontract are to scale-up 
substrate size and to increase production capacity of the 
baseline CIS module process while introducing Siemens 
Solar’s first CIS-based products.  An additional mid- to 
longer-term objective is to advance CIS based thin-film 
technology, thereby assuring future product competitive-
ness, by improving module performance and reliability 
while reducing cost.  These combined objectives are 
pursued to fabricate efficient and stable thin-film modules 
made by scaleable, manufacturable, low-cost techniques.  
The following briefly describes major CIS module process 
steps and highlights present and future R&D efforts. 

2. SSI Process and Process R&D 
The SSI CIS process starts with ordinary soda-lime 

window glass.  This glass is cleaned then an SiO2 barrier 
layer is deposited to control sodium diffusion and to 
improve adhesion between the CIS and the molybdenum 
(Mo) base electrode.  The Mo base electrode is sputtered 
onto the SiO2.  This is followed by the first patterning step 
(referred to as “P1”) required to create monolithically 
integrated circuit plates – laser scribing to cut an isolation 
scribe in the Mo electrode.  Scale up efforts have included 
the implementation of a new sputtering system for increased 
capacity and research and development of a high throughput 
base electrode and precursor sputtering process.  Poor P1 
quality was initially an issue.  Successful process R&D has 
included development of a Mo deposition process that 
consistently produces quality scribes using a process that 

achieves high throughput with minimal complexity and 
minimal potential for process drift. 

Copper, gallium and indium precursors to CIS formation 
are deposited on the Mo base electrode by sputtering.  
Precursors deposited in a new high throughput sputtering 
system have led to lower module performance than 
precursors deposited in our older sputtering system.  Process 
R&D has decreased but not eliminated this difference; 
precursors deposited in the new sputtering system lead to 
efficiencies that are about 5 points lower than for precursors 
sputtered in our old system.  Differences between the 
morphology of precursors for some deposition conditions 
have been identified with help from NREL [1]. 

 

a

b

 
Figure 1.  Precursor morphology; 

a – older equipment, b – new equipment 
 
However, these differences in morphology do not lead to 
significant differences in the elemental profiles of the 
absorbers as determined by Auger depth profiling studies by 
NREL [2].  Precursor deposition determines the relative 
copper, gallium and indium content in the absorber as well 
as the overall thickness.  Process R&D has demonstrated 
that increasing the absorber thickness relative to the baseline 
thickness by 125% and 150% leads to an efficiency 
improvement of 12% and 15% respectively.  Additional 
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precursor deposition or absorber formation R&D will 
optimize this improvement and avoid poor adhesion 
associated with the thicker absorber layer. 

CIS formation is accomplished by heating the precursors 
in H2Se and H2S to form the CIS absorber.  SSI has found 
that materials of construction and physical reactor design 
influence absorber layer properties and cell performance [3].  
Reactor process development has increased batch size and 
has been used to obtain good absorber properties in the new 
reactors.  The issues addressed include obtaining consistent 
performance for all reactors, minimizing warping and 
minimizing poor CIS to Mo adhesion as a function of 
substrate location within the reactors.  For the future, the 
need for increased capacity and improved performance 
dictates consideration of new reactor designs capable of 
processing larger circuit plates with further improvements in 
uniformity and more circuit plates in each batch. 

Elemental profiles in the absorber are determined by the 
precursor deposition and absorber formation processes and 
to a large extent dictate electrical and mechanical properties.  
Improved CIS-to-Mo adhesion has been demonstrated for 
alterations in the absorber formation process, yielding a 
reduction in film peeling scrap.  Absorber formation process 
changes have produced Voc and efficiency gains.  This 
increase in Voc per cell led to decreasing the number of 
cells in a module from 50 cells to 42, a lower temperature 
coefficient for power and a decrease in active area lost to 
patterning.  Improvements in the precursor deposition and 
absorber formation reaction processes continue to 
demonstrate decreased cost, increased capacity and 
improved efficiencies. 

A very thin coating of cadmium sulfide (CdS) is 
deposited by chemical bath deposition (CBD).  This “buffer 
layer” deposition process uses relatively low cost equipment 
and has proven to be very reliable.  The amount of Cd in a 
module is miniscule; however, elimination of Cd from the 
factory is desirable.  SSI has worked with NREL and the 
National CIS R&D Team to eliminate Cd and explore 
alternative buffer layers to mitigate transient effects [4, 5, 
6]. 

A second patterning step (P2) is performed by 
mechanical scribing through the CIS absorber to the Mo 
substrate thereby forming an interconnect via.  A transparent 
contact or “window layer” is made by CVD of ZnO.  
Simultaneously, ZnO is deposited on the exposed part of the 
Mo substrate in the P2 interconnect via thereby connecting 
the Mo and ZnO electrodes of adjacent cells.  A third and 
final patterning step (P3) isolating adjacent cells is 
performed by mechanical scribing through the ZnO and CIS 
absorber.  Process development for these processes is 
primarily directed toward increased capacity.  Further, an 
approximately three-point improvement in efficiency is 
possible by decreasing pattern dimensions and decreasing 
pattern spacing. 

EVA is used to laminate circuit plates to a tempered 
cover glass and a Tedlar/polyester/Al/Tedlar (TPAT) 
backsheet provides a moisture barrier.  Aluminum 
extrusions are used to build frames for the modules.  In 
addition to providing a moisture seal, the combination of the 
TPAT backsheet and the offset between the circuit plate and 

the frame provides electrical isolation from the frame.  A 
glass/glass package with no TPAT back sheet is under 
development to decrease cost and further improve 
durability. 

3. Status 
Circuit plate production capacity has increased by more 

than an order of magnitude since the beginning of this 
subcontract while circuit and module efficiencies have 
steadily improved, as summarized in the following table.  
Initially lower performance when using new absorber 
formation reactors or new base electrode and precursor 
sputtering equipment is responsible for the temporarily 
lower efficiency last year.  Process development at SSI and 
in conjunction with the National CIS R&D Team will lead 
to further process and capacity improvements [7].   

 

Year

Unlaminated Laminated
Circuit Module

97-98 15 * 10.8% 10.3%

98-99 68 11.2% 10.7%

99-00 294 11.6% 10.9%

00-01 482 ** 10.9% 10.6%

Present 11.3% 10.9%

*   Estimated based on circuit plate data
**  Using estimations for Sept. 01

Average Aperture EfficiencyModule  Production
(kW)

 
Figure 2.  Production capacity and efficiency progress. 

4. Summary & Outlook 
Outstanding progress has been made in the initial 

commercialization of high performance thin film CIS 
technology.  Further device and production R&D can lead to 
higher efficiencies, lower cost, and even longer product 
lifetime.  Prerequisites have been demonstrated for scale up 
of present processes.  Remaining R&D challenges are to 
scale the processes to even larger areas, to reach higher 
production capacity, to demonstrate in-service durability 
over even longer times, and to advance the fundamental 
understanding of CIS-based materials and devices with the 
goal of further efficiency improvements for future products.  
SSI's thin-film CIS technology is poised to make very 
significant contributions to DOE/NREL/NCPV long-term 
goals - higher volume, lower cost commercial products. 
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ABSTRACT 
 
 
1. Introduction 
 BP Solar started its Thin Film PV Partnership Program 
(Contract number ZAK-7-17619-27) for the Apollo CdTe 
technology in May 1998. The program focused on three main 
tasks, semiconductor characterization and advancement, 
reliability and testing, and health, safety and environmental 
(HSE) aspects of CdTe.  This paper will describe the 
advances made in the technology during the period of this 
subcontract. 
 
2. CdS and CdTe characterization and improvements. 
 As described in previous papers (1,2,3), the Apollo 
technology uses chemical bath deposition for the formation 
of the CdS window layer and a proprietary electrochemical 
deposition technology for its CdTe absorber layer.  At the 
start of the contract, the process had been defined using 
small area plates of 0.09m2 (1square foot) in size. A small 
number of substrates were produced with areas as high as 
0.6m2. These were produced in order to prove concepts of 
large area CdTe electro-deposition but no photovoltaic 
device was obtained. While the 0.09m2 devices had been 
characterized, the large area deposits needed extensive 
optimization. In addition to this, there was a strategic 
requirement for the ultimate plate size to reach approximately 
1m2 in order for the module power to compete with crystalline 
silicon technologies. The area scale up equated to an order of 
magnitude increase in the substrate size. In addition to this, 
an efficiency stretch was also required which would 
ultimately take the aperture area efficiency from 6% to more 
than 10%. 
 
The approach for this significant undertaking focused on the 
substrate and semiconductor film and can be summarized as 
follows: 
 
• Tin oxide. Performed substrate analysis to determine loss 

mechanism that limits electroplating size. 
• CdS. Undertook full characterization of CdS window layer 

and determined losses affecting efficiency. 
• CdTe. Performed full morphological characterization of 

film. Determined performance limitations of the absorber 
layer with respect to film thickness, grain boundary 
activity, and crystal structure. 

 
3. Substrate area improvements. 
 The advances made in substrate size can be shown in 
figure 1. 

 
Figure 1. Advances in Plate Size. 
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Significant increases have been made in the size of the 
substrate. In January 1997, the laboratory scale size was 
0.09m2. By July 1998, prototype plates were produced at just 
over 0.4m2. This lead to a further increase to 0.59m2, which 
was the interim size used to demonstrate the efficiency 
stretch. September 1999 saw the break through to 0.94m2, 
which was the target size for the high power product. By 
December 1999, CdTe deposition was demonstrated on a 
1.2m2 substrate. 
The main driving force was the optimization of the tin oxide 
resistivity. Resistivities of approximately 6 ohm/sq. were 
required to deposit CdTe on 0.61m wide substrates. However, 
optical transmission was compromised in order to obtain the 
resistivity. Typical optical transmission was in the order of 
75%. 
 
4.CdS Improvements. 
 CdS improvements, in particular the reduction of the 
CdS thickness, were made possible by electrical and optical 
characterization of the window layer. Collaboration with 
NREL to determine the electrical properties of the CdS film 
and IEC (UOD) for loss analysis in the CdS/CdTe layers help 
optimization. Table 1. shows CdS electrical properties as 
measured by NREL.  
 
Table 1. 

CdS Electrical Properties. 

Sheet resistance 7.00E+09 ohm/sq. 
Resistivity 7.00E+04 ohm.cm. 
Mobility 2.86 cm2/V.s 
Doping density -3.12E+13 /cm3 
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Of interest is the measured sheet resistance and doping 
density. Loss analysis by IEC on a 1000Å CdS layer showed 
more than 3mA.cm-2 in current density could be gained by 
approximately halving the CdS thickness. An experimental 
investigation showed the model was correct. These results 
are shown in figure 2.  
 
Figure 2. 
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Figure 4. Efficiency Improvements 
5. CdTe Improvements and Characterization 
 The focus of the work in this area can be categorized as 
the following: 
• CdTe thickness optimization 
• Grain orientation and crystallographic properties. 
• Heat treatment optimization. 
• Chloride doping profile intrinsic and impurity analysis. 
 
Electrochemical deposition allows for very good control of 
CdTe thickness due to the slow deposition rate. Because of 
this , the effect of average CdTe thickness can be determined 
over a relatively small range (0.5 microns to 3 microns) with a 
high level of confidence. Figure 3 shows the effect of CdTe 
thickness on module Voc.  
 
Figure 3. Effect of CdTe thickness on module Voc. 
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This study was important in determining the thickness limit 
for Apollo modules and, as a result the deposition time 
required to produce optimum devices. 
Collaborative work with IEC in the area of crystallographic 
research greatly increased the knowledge and understanding 
of the role of post deposition heat treatments for 

electrodeposited CdTe. IEC used XRD (x ray diffraction) and 
GIXRD (glancing incidence x ray diffraction) to successfully 
characterize grain structure changes and resultant oxide 
species generation during heat treatment.  
 
6. Improvement in Device Performance. 
 Significant improvements in device performance have 
occurred over the contract period. The figure 4 below 
illustrates these improvements. 
Figure 4. Efficiency Improvements 

The improvements in performance are a culmination of 
optimization of the window layer and absorber layers as 
described in the earlier sections of the paper. The results 
clearly demonstrate the versatility of the CdTe technology. 
Also, it has been shown to produce 10% efficient devices on 
areas of 0.94m2. The grain structure of electrodeposited CdTe 
is very different to films formed by close space sublimation 
and other deposition techniques. These techniques produce 
very different grain structures. Equally, light stability has 
been demonstrated to be very good and the program allowed 
for 2 beta test sites to be established. The sites are located at 
the BP Solar facility, Fairfield CA and at the Western Area 
Power Administration building in Folsom, CA. 
 
7. Summary 
 The Apollo team has made considerable progress 
during the period of contract ZAK-7-17619-27. A ten-fold 
increase in substrate area has been demonstrated as well as 
10% efficient modules. Within the program, substrate, 
window layer, and absorber layer were all characterized and 
optimized. BP Solar would like to acknowledge technical 
contributions from the Institute of Energy Conversion 
(University of Delaware) and NREL. 
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Thin Film Solar Cells Program in Japan
 -Achievements and Challenges -

 Makoto Konagai
Department of Physical Electronics, Tokyo Institute of Technology,

2-12-1 O-okayama, Meguro-ku, Tokyo 152-8552, Japan

ABSTRACT

The results of the Japanese four-year thin film solar
cell program, which was initiated in 1997, were recently
reviewed and evaluated.  The evaluation showed that
substantial progress was made in thin film technology in
the past four years and the almost all targets were met as
of March 2001.  As a result of the wide-ranging break-
throughs achieved during the past four-year program, a
new five-year program has been initiated from FY2001
aiming at more challenging targets.  The major part of
this program is the development of large area Si based
thin film solar cells and CIGS thin film solar cells with
efficiencies over 12% and 13%, respectively.

1. Targets and Achievements in the Four Year
Program (1997-2001)

   Table 1 shows the major research and development
(R&D) targets and achievements for the Japanese four-
year thin film solar cells program between 1997-2000.  In
this program, the targets were to reduce module costs and
improve efficiency, where the former of the two aims was
set assuming an annual output of 100MW/year.
   In the area of amorphous Si, the establishment of a
technical basis for a method of manufacturing low-cost,
high efficiency a-Si solar cell modules was a major part
of this program and achieved steady results.  In the
“Glass substrate” program (SANYO), the recent
optimization of processes led to a highly stabilized
efficiency of 10.0% for a 8252 cm2 a-Si/a-SiGe tandem
module, where the top a-Si and bottom a-SiGe layers
were deposited at 0.3nm/s. In the “Flexible
module”program(Fuji), a stabilized aperture area
efficiency of 9.2% was obtained for a-SiGe/a-Si SCAF
(Series-Connection through Apertures formed on Film)
cells.  In the area of CdS/CdTe thin film solar cells, an
aperture area (5413 cm2) efficiency of 11.0% was
achieved (Matsushita Battery).
   The most remarkable improvement in CIGS thin film
solar cell efficiency has been the 18.5% efficient device
achieved by Matsushita Electric.  A major breakthrough
has been achieved by in-situ monitoring of the surface
temperature during growth.  Showa Shell Sekiyu has
proposed a Zn-compound that contains sulfur as one
alternative for Cd-free buffers. A sub-module efficiency
of 12.93% (30cmx30cm) was achieved for a device
structure consisting of ZnO/Zn(O,S,OH)x
/CIGS/Mo/glass substrate.
   In the “Zone-Melting Recrystallization” program
(Mitsubishi), polycrystalline Si thin film solar cells with
high efficiencies of 14.6% were obtained for a mini-
module of 20cmx30cm with a thickness of 77 µm.  The
polycrystalline Si films were also grown on carbon

substrate by liquid phase epitaxy without any seed
crystals.  To-date, an efficiency of 12.2% has been
achieved for a 4.34 cm2 area cell (Air-Water).
   Significant progress was made in research on thin film
Si stacked solar cells. It was possible to deposit
polycrystalline Si thin film solar cells having a thickness
of several µm= by plasma CVD at low temperatures.  An
initial efficiency of 11.7% (4141cm2) for a-Si/poly-Si
hybrid-type thin film solar cells was achieved by
KANEKA. Production technologies for the a-Si/Si-sheet
hybrid solar cells have been developed by Sharp. Up to
now, an efficiency of 12.0% has been obtained (1cm2).  A
single crystal Si thin film solar cell proposed by Sony
showed an efficiency of 12.5% for cell areas of 4 cm2.

2. PV Roadmap toward Year 2030
   Figure 1 shows the long-term targets for developing
large-scale PV power generation technology in the 21st

century.  The target by year 2030 is the development of
technology for the production of electricity at a cost of 5-
6 Yen/kWh, which corresponds to the electricity
generation cost of present-day nuclear and fossil fuel
power generation systems.   To meet these challenging
goals toward Year 2030, the development of novel solar
cells such as dye-sensitized cells and a novel
semiconductor material solar cell will be studied as well
conventional solar cell materials.

Fig. 1  PV roadmap toward Year 2030. The arrows in the
figure indicate the technology transfer from the R&D
phase to the practical application.

3. A New Five-Year Program (2001-2005)
   To achieve the long-term targets, a new five-year
program was initiated from FY2001 aiming at more
challenging targets.  The research theme and major
targets are shown in Table 2.  The budget for this
program in FY2001 is 5 Billion Yen.
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Table 1. Major Targets and achievements under the New Sunshine Program (1997-2000).

Theme Targets by FY2000 Achievements
Manufacturing technology of new type amorphous and high-reliability CdTe PV module
a-Si modules, Glass sub. η∗=10%, 140yen/W, 90cmx90cm η∗=10.0%, 133yen/W, a-Si/a-SiGe, 8252cm2

a-Si modules, Flexible η∗=10%, 140yen/W, 40cmx80cm η∗=9.2%, 147yen/W, a-Si/a-SiGe, 40cmx80cm
CdTe module η∗=13%, 140yen/W, 60cmx90cm η=11.0%, 140yen/W, 5413 cm2

Manufacturing technology of advanced thin-film PV module
CIGS by selenization η=13%, 140yen/W, 30cmx30cm η=12.9%, 137yen/W, 30cmx30cm
CIGS by evaporation η=16%, 10cmx10cm η=12.6%,10cmx10cm, 18.5%,1cm2

ZMR poly-Si thin film η=15%, 140yen/W, 30cmx30cm η=14.6%, 137yen/W, 600cm2 ,77µm
LPE poly-Si thin film η=13%, 10cmx10cm η=12.2%, 4.34cm2

a-Si/poly-Si hybrid η=14%, 5cmx5cm η∗=11.7%, 910x455mm2, η∗=14.1%, 1cm2

a-Si/poly-Si sheet hybrid η=14%, 5cmx5cm η∗=12.0%, 1cm2

Single crystal Si thin film η=14%, 5cmx5cm η=12.5%, 2cmx2cm2 ,12µm
Micro-concentrator η(cell)=15%,4mm2,

η(module)=14%,
25cm2,140yen/W

η(cell)=15.3%,4mm2,η=14.02%,2.7suns,
138yen/W

Development of manufacturing technology of new materials and substrates
High quality a-Si materials 2nm/s, ND*=2.5x1016/cm3 2nm/s, ND*=2.0x1016/cm3

High quality µc-Si 1nm/s, ND=1x1016/cm3 1nm/s, ND=1x1016/cm3, η=9.4%(140�)
Development of manufacturing technology of ultra-high efficiency crystalline compound solar cell
III-V mechanical stack η=30%(on GaAs), 5cmx5cm η=30.3%(GaAs/GaInAs ), 5cmx5cm

η=31.1%(GaAs/GaInAsP ), 1cmx1cm
III-V on Ge η=30%(on Ge), 5cmx5cm η=31.2%(InGaP/InGaAs/Ge), 5cmx5cm
III-V on Si η=25%(on Si), 5cmx5cm η=17.85%(GaAs on Si), 5mmx5mm
η*: stabilized efficiency,  ND*:defect density after light soaking

Table 2. Outline of Research and Development under the New Sunshine Program from FY2001.

 (1)Development of advanced solar cell modules
Theme Research Institute Target*(2001-2005)
Si-based thin film solar cell modules
 High efficiency a-Si/poly-Si hybrid module Kaneka
 High quality Si-based thin film Mitsubishi Heavy Industries

η=12%, 100yen/W, 3600 cm2

(prototype module)
CIS based thin film solar cell modules
 High quality CIGS module Showa Shell Sekiyu
 High throughput CIGS module Matsushita Electric

η=13%, 100yen/W, 3600 cm2

(prototype module)
Ultra-high efficiency compound solar cells
 Concentrator cell Sharp
 Concentrator module Daido Steel
 Concentrator system Daido Metal

η=40%(concentrator)
100yen/W

High-efficiency multi-crystalline Si(cast Si)
solar cells

Kawasaki Steel,
Sumitomo Metal, Sharp

(1999−2003)
η=20%, 15cmx15cm,147yen/W

(2)Development of evaluation , recycling and other infrastructure technologies
Theme Research Institute
Evaluation techniques of solar cells and modules AIST**, JET***
Evaluation techniques of PV system AIST, JET
Development of recycling and reuse techniques Sharp, Showa Shell, Asahi Glass, AIST, PVTEC
Research on electromagnetic environment in PV system JET
(3)Development of innovative, next-generation PV system
Theme Research Institute
CuInS2 thin film solar cell by electroplating Sinko Electric
Nano-strucure Si thin film solar cell AIST,Kyushu Univ. Toppan Printing,Stanley,Nippon Sheet Glass
SiGe-based solar cell Tohoku Univ.
Solid state dye-sensitized cell Univ.Tokyo,�RITE
Low cost manufacturing technique by CAT-CVD JAIST, Osaka Univ.,Gifu Univ.
β-FeSi2 solar cell System Engineers, AIST
Ultra-efficient optical confinement Asahi Glass
Silicon ball solar cell Clean Venture 21
Low cost and high efficiency dye-senstized cell AIST, Sumitomo Osaka Cement, Furukawa, Hayashibara

Biochemical Lab. Sharp
* Cost target: under the condition of over 100MW/year production
** National Institute of Advanced Industrial Science and Technology
*** Japan Electrical Safety & Environment Technology Laboratories
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ABSTRACT 
The relationship between back contact processing and 
electrical behavior of CdTe/CdS thin-film solar cells in 
initial and stress-degraded states is addressed.  The back 
contact consists of a primary contact of Cu and Te 
components and a secondary contact for lateral current 
collection.  The primary contact was formed by a sequential 
vapor process to: 1) remove residual oxides from CdCl2 
treatment; 2) deposit a Te layer; 3) deposit a Cu layer; and 
4) react Cu and Te.  Secondary contact was made with C ink 
or evaporated Ni or Mo.  Variations in primary contact Cu-
Te composition and total thickness and in choice of 
secondary contact were combined with electrical 
measurements to determine the effect on devices in initial 
and degraded states.  Devices were stressed under controlled 
temperature, light bias, electrical bias, and ambient in the 
IEC stress system.  Three degradation modes are identified 
with respect to the CdTe/CdS junction, formation of a 
blocking contact, and increasing photoconductivity in CdS 
and CdTe. 
 
1. Background 
 CdTe/CdS modules in field testing scenarios are reported 
to be stable.  However, no clear correlation has been found 
between processing parameters and either these stable 
existence-proof cases or those that changed in field testing.  
Recent work to accelerate these processes at the laboratory 
scale (stress testing) have shown that typically the Voc and 
FF degrades, particularly for devices held at moderate 
forward or reverse bias.  We have shown that there are at 
least three degradation mechanisms [1].  One is related to 
the junction and increases recombination which reduces Voc, 
another is related to the CdTe contact and forms a blocking 
contact which reduces FF, and the third is an increase in the 
dark resistance which may have little effect on the 
illuminated solar cell.  The back contact process is clearly 
related to all of the stress-induced degradation, especially 
with respect to the presence of Cu and its compounds, which 
are sensitive to small, localized fields in both 
electrochemical and electromigration processes.  Both the 
primary contact, which often contains Cu-Te compounds 
and makes intimate contact with CdTe, and the secondary 
contact, which is the current-carrying robust contact layer, 
have been implicated in accelerated degradation studies (see 
Fig. 1). The contact process developed by IEC allows for 
separation of the process variables. IEC has constructed a  
system for the accelerated stressing of CdTe/CdS solar cells  
 
 
 
 

 
under carefully controlled conditions by exposure to 
thermal, chemical, electrical, and illumination bias.  Stress 
conditions were typically 10 days in dry air, either at 60°C 
in the dark at -1V, 0V and +1V or 100°C in the light at -1V, 
SC, MP, and OC. 
 
 

Glass

TCO

CdTe
Primary Contact
         Cu-Te

Secondary Conducting Contact

             C, Ni, Mo

CdS

 
 

Fig. 1  Schematic of CdS/CdTe solar cell showing the 
primary and secondary contacts. 

 
 
2. Effect of Bias and Atmosphere in Accelerated Stress 
 Based on a large number of samples and stress 
experiments, we find that devices biased during stress at 
short circuit (SC) lose ~50mV in Voc and ~5% in FF, while 
those stressed at open circuit (OC) lose > 100 mV in Voc and 
> 5% in FF (see Fig. 2).  Some devices stressed at SC 
develop a large cross-over between the light and dark 
curves, indicating a large photoconductivity effect. Cu is 
strongly correlated to degradation at OC but not SC.  Some 
but not all devices develop curvature in forward bias beyond 
OC, indicating that the CdTe contact has evolved from 
ohmic to blocking.   Similar results for bias dependence and 
blocking contact formation have been found for cells with 
Cu that are stressed in H2/Ar or Ar atmospheres or made 
with different CdTe surface processing. Devices without Cu 
have lower initial efficiency but are more stable and have 
very little stress bias dependence. Their Voc may decrease 
only 20-40 mV with stress.  Devices with Cu in the back 
contact can degrade in a few hours or days under forward 
bias of 1-2V at 60°C.  This rapid change suggests that 
positive Cu ions move by field-driven diffusion along grain 
boundaries. 
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3. Separating Junction and Contact Degradation 
 A CdS/CdTe solar cell having an initial efficiency of 
11.8% and Voc of 0.82V was stressed at OC at 100°C for 6 
weeks in air at 2 suns, which reduced the efficiency to 7.2% 
and Voc to 0.73V.  Jo increased by 30X, from 3E-8 to 8E-7 
mA/cm2, but there was no change in A-factor of ~1.6. 
Curvature developed after stress in the JV curves (both light 
and dark) at forward bias, most likely due to a blocking 
contact. After stressing, the original carbon contact was 
peeled away, the CdTe surface was re-etched in weak 
bromine-methanol and a new C contact was applied.  The 
efficiency increased to 9.1% with no change in Voc, Jo and 
A.  However, the blocking contact disappeared and the FF 
increased significantly. This clearly demonstrates that the 
blocking contact is associated with the back contact.  
 
4. Separating Primary and Secondary Contacts 
 Recently, we studied the effect of 3 variables, the Cu and 
Te thickness (i.e., primary contact) and the secondary 
contact material.  The Cu/Te ratio and thickness were varied 
to separate the effects of stoichiometry and thickness on 
device performance and stability. This group of samples 
investigates primary contacts which are Cu-free, Cu-
deficient and Cu-excessive Cu2-xTe, and Cu2Te, as well as 
secondary contacts of Ni, Mo or C-paste which have 
different work functions.  The CdTe surface was reacted in 
H2 + Te vapor to reduce surface oxides. After depositing 10 
or 100 nm Te layers and 2-90 nm Cu layers, the Cu-Te 
primary contact was formed by heating to react the Cu and 
Te.  The secondary contact was then applied.  
 Results from devices with different back contacts 
provide several critical observations regarding the influence 
of primary and secondary contacts. For primary contacts: 
thicker layers of the Cu-Te compounds give higher initial 
and post-stress performance than thinner layers for a  fixed 

Cu/Te ratio; higher initial performance and stability are 
correlated with Te thickness regardless of the Cu thickness; 
devices with thick Cu (90 nm) are relatively stable 
providing they have thick Te layers (110 nm) to react with; 
devices without a Cu layer are relatively stable but exhibit 
lower initial performance; Cu is essential to achieve Voc > 
0.75V and FF > 65%; and Te and Cu thickness and their 
post-contact anneal must be optimized for each secondary 
contact. For secondary contacts: devices with C contacts 
yield higher Voc and Jsc compared to Mo and Ni contacts; 
and devices with Ni and Mo contacts degrade very rapidly 
in forward bias, in the presence of the Cu layer.  Finally, any 
secondary contact is relatively stable without a Cu layer.  
 
5. Phenomenological Model, Conclusions, and Future 
Work 
 We have found that there are at least 3 mechanisms 
which govern the behavior in CdTe/CdS devices under 
thermal and bias stress.  One, which occurs at forward bias 
or OC, is Cu-related, field-driven, occurs in ~hours, greatly 
increases the recombination, and is partially reversible. The 
second, which is also Cu related, is the formation of a 
blocking contact.  Another, which occurs under reverse bias, 
is much slower, may not be Cu related, and changes the 
photoconductivity of either the CdS or CdTe. We propose 
that Cu++ is liberated from the Cu2Te layer and moves along 
grain boundaries under forward bias.  The concentration-
gradient driven diffusion lengths for Cu in bulk CdTe and 
along grain boundaries have been calculated for 1 hour at 
100°C.  Cu would move 0.3 µm in the bulk and 30 µm 
along grain boundaries.  Clearly grain boundaries are 
important channels for Cu motion.  But even devices 
without a Cu layer show some degradation indicating there 
are either low levels of Cu contamination in the CdTe or 
CdS, or that there is a non-Cu related degradation 
mechanism. The secondary contact can influence 
degradation by varying the amount of free Cu, since each 
contact has a different Cu solubility, and by varying the 
local electric field.  
 Future work will involve changing the way in which Cu 
is introduced to the processing,  investigating much thicker 
Te layers, and attempting to link laboratory stressing with 
field data by simulating day-night cycling. 
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ABSTRACT 
 
   This paper singles out results from several programs 
aimed at carrying CIGS technology into new arenas.  
These programs include large area vacuum deposition, 
high Voc devices, ZIS buffer layers, and a-Si/CIGS 
tandem modules. 
     
1.  Introduction 
   As part of the Thin Film Partnership Program, EPV has 
conducted research to support a technology base for 
production of CIGS PV modules based on vacuum 
deposition onto glass.  To prepare CIGS on large glass 
substrates (currently 0.43m2, with scale up to 0.79m2 in 
progress), EPV delivers materials (including Cu) from 
line sources to a substrate that is translated in a direction 
perpendicular to the axis of the source.  This brief paper 
describes certain aspects of this work, including flux 
distribution from linear sources, layer and device 
uniformity, high Voc devices, and evaporation of 
ZnIn2Se4 for buffer layers.  Preliminary internal results 
concerning the fabrication of advanced a-Si/CIGS 
tandem devices are also presented. 
 
2.  Large area deposition 
   We had earlier conducted modeling of our linear 
sources assuming an infinite line source of constant 
strength and a cosine law emission from each element of 
the source.  Experimentally, a more peaked thickness 
distribution was found [1].  We have now repeated the 
calculation for a cos3(θ) emission law, and find that for a 
source-to-substrate distance h, and a mass emission rate 
me, the film mass m(p) at a distance p along the substrate 
is  
                        m(p) = ¾ me h4/(h2 + p2)5/2                     (1) 

 
Even better agreement with experiment is found for a 
cos3.5(θ) emission law.  This is shown in Figure 1, which 
shows the normalized thickness for a Se film deposited 
onto a stationary substrate from a linear source (solid 
data points) and the result of the flux integration (curve). 
   For CIGS films prepared by translating the substrate 
under the sources, Figure 2 shows the composition ratios 
Cu/(In+Ga) and Ga/(In+Ga), as determined in-house by 
ICP, as a function of distance along the substrate i.e. in a 
direction normal to the source axes.  Good uniformity is 
obtained.  The figure also maps diagnostic device 
parameters Voc, FF and efficiency along the plate.  It 

would appear that FF is controlled by a factor that is not 
directly related to composition. 
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Fig. 1.  Experimental and modeled thickness profiles  

for linear source evaporation. 
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Fig. 2.  CIGS composition and device parameters  

as a function of position along the plate. 
 

3.  High Voc devices 
   High Ga content material has also been produced over 
large areas by linear source evaporation.  Figure 3 
(overleaf) shows the I-V curve of an 11.2% diagnostic 
device with 596 mV Voc and 67.7% fill factor prepared in 
run Z1301.  The composition of the CIGS is shown in 
Table 1 below.  High voltage, lower current devices such 
as these are particularly suitable for modules. 

 

Table 1.  Film composition obtained by ICP 
Sample Cu 

(%) 
In 

(%) 
Ga 
(%) 

Se 
(%) 

Cu/(In
+Ga) 

Ga/(In
+Ga) 

Z1301 21.4 14.7 12.0 51.9 0.80 0.45 
H89 15.5 22.1 8.9 53.6 0.50 0.29 
H93 22.9 17.9 8.5 50.7 0.87 0.32 
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Fig. 3.  I-V curve for 11.2% cell prepared using  

pilot line CIGS with Ga/(In+Ga) = 0.45. 
 
4.  Use of ZnIn2Se4 
   We have previously reported the synthesis and use of 
ZnIn2Se4 as a source material for ZIS buffer layer 
deposition [2].  Here we report the deposition rate of ZIS 
as a function of source temperature during the complete 
evaporation of a fresh charge of ZnIn2Se4.  A small 
emission peak was discovered at a source temperature of 
about 290°C, followed by the principal emission peak at 
about 850-860°C, with no other peaks at higher 
temperatures (see Figure 4).  Analysis of material (in-
house by EDS) captured on a glass slide during the initial 
emission revealed it to be selenium. 
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Fig. 4.  ZIS deposition rate as a function of  
evaporation time and source temperature. 

 
The quantum efficiency of device ZIS26-A2 with a ZIS 
buffer layer is compared in Fig. 5 to the QE of two R&D 
devices using standard CBD CdS.  (The long-wavelength 
QE of the CdS devices is controlled, not by global Ga 
content, but by Ga content in the junction region.) 
 
5.  a-Si/CIGS tandem devices 
   As a manufacturer of same-bandgap, a-Si/a-Si thin film 
modules (the EPV-40, 40W, 0.79m2) and Integrated 
Manufacturing Systems, EPV is interested in the 
lamination of monolithic a-Si plates to CIGS plates to 
form a-Si/CIGS tandem modules.  We calculate that, in 
this way, a 8% CIGS module can be turned into a 10.4% 
a-Si/CIGS module.   
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Fig. 5.  Quantum efficiency of CIGS devices with ZIS 

and CdS buffer layers and different band gaps. 
 

Previous attempts to develop this technology were 
stymied by large parasitic absorption of light intended 
for the CIGS plate.  We have started a program to 
understand and solve this problem.  If a filter consisting 
of soda-lime glass/SnO2:F/a-Si/ZnO:Al is simply placed 
in front of a bare CIGS device with Jsc of 34.8 mA/cm2, 
the Jsc of the CIGS device is massively reduced to 5.6 
mA/cm2.  By various means, we have reduced the losses 
so that a Jsc of 12.9 mA/cm2 is obtained (Fig. 6). 
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Fig. 6.  Quantum efficiency of filtered and un-filtered 

CIGS devices, with QE of tandem a-Si for comparison. 
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ABSTRACT 
 

     The Photovoltaic Systems Research and Development 
Program at Sandia National Laboratories is striving to make 
photovoltaics a preferred electrical energy supply option by 
reducing the life-cycle costs, improving the reliability, and 
increasing and assuring the performance of fielded systems; by 
removing technical and market barriers to the use of the 
technology; and by supporting market growth for commercial 
U.S. photovoltaic systems.  These goals are interrelated in that  
pursuing one of the objectives generally affects (positively or 
negatively) one or more of the others.   Correspondingly, most 
activities undertaken by the program contribute to achieving 
more than one of the goals.  This paper summarizes recent 
progress toward these objectives and describes areas of  future 
program emphasis. 
 
Introduction 
     Sandia National Laboratories has been involved in 
photovoltaics (PV) research, development and deployment for 
more than 25 years.  A particular emphasis of the Sandia PV 
program throughout its history has been the systems engineering 
aspect of PV technology.  Systems engineering includes not only 
ensuring that each component is properly designed, but also that 
the components perform properly together over the life of the 
system.  System engineering also includes ensuring proper 
installation and maintainability. 
     The general approach of the systems engineering program is to 
partner with industry and other organizations to achieve the goals 
of the  U.S. Department of Energy’s 5-Year Plans and, more 
recently, the PV Industry Roadmap [1,2].  The Southeast and 
Southwest Region Experiment Stations (RES’s) at the Florida 
Solar Energy Center (FSEC) and New Mexico State University’s 
Southwest Technology Development Institute (NMSU/SWTDI) 
are integral parts of the Sandia program. 
 

1.  Reducing  Life-Cycle Costs 
     Cost has always been a key issue in the photovoltaics industry.  
Although costs of PV modules and systems have fallen 
dramatically over the lifetime of the industry, and there are many 
applications where PV is the most economical energy-supply 
choice, the cost per kilowatt-hour of electricity generated by PV 
is still significantly higher than traditional alternatives in many 
market sectors.  This has relegated PV to providing only a tiny 
fraction of the electricity consumed in the U.S.  
     It is important to look at life-cycle costs, not just installed costs 
[3].  Recent work looking at the actual life-cycle costs of installed 
PV systems has shown that a significant portion of the life-cycle 
costs is due to unanticipated transaction costs, such as insurance, 
and unplanned maintenance [4].  This substantially increases the 
actual cost per kilowatt-hour of the electricity generated. 
     Uncertainty surrounding the actual life-cycle costs of PV-
generated electricity has been given as a major reason for 

reluctance on the part of electric cooperatives in making greater 
use of PV technology.  Sandia and its partners are currently 
populating a database to track and analyze fielded systems in 
selected applications to better understand true life-cycle costs.  
Next steps will be to prioritize opportunities for cost reduction 
and pursue them. [5] 
 

2.  Improving Reliability 
     A major focus of Sandia’s PV Systems R&D program is 
improving the reliability of fielded systems.   There is 
considerable anecdotal information indicating that many PV 
systems are not performing as expected in the field.  Unless these 
reliability issues are addressed, the markets for PV technology 
will be hindered significantly.  However, there is currently 
insufficient information available to resolve this issue in a 
scientific and credible way.  At the request of the Department of 
Energy, Sandia recently prepared a plan to use a systematic and 
scientific approach to define and achieve PV system lifetimes of 
25 years [6].  Key elements of this plan include the following: 
• Developing a better understanding of the reliability of 

fielded systems through further development of  reliability 
databases. 

• Conducting detailed investigations of field-aged systems and 
components to quantify performance degradation, identify 
degradation mechanisms and root causes for failures, and 
facilitate manufacturing improvements. 

• Modeling system performance and reliability to identify 
fault-tolerant designs, performance sensitivity to component 
failures, and cost of different component replacement 
strategies. 

• Developing solutions to priority problems, working in 
partnership with appropriate industry members or other 
organizations.  In some cases, the issues may be technical 
(such as inverters) and in other cases they may be 
infrastructural or institutional (such as lack of capacity 
within a user organization to properly manage and maintain 
a PV system). 

 

3.  Increasing and Assuring Performance 
    Increasing the performance of PV systems and components 
contributes to reduced life-cycle costs.   Sandia’s program 
addresses performance issues through two types of activities:  (1) 
by advancing PV technology through research and development 
on components, systems, and processes to increase the energy 
produced per unit $, material, area, etc., and (2) by contributing to 
the development of  “best practices” to assure performance in the 
field. 
     The first activity involves characterizing (measuring, 
modeling) system performance, identifying performance-limiting 
mechanisms, and then developing alternatives to overcome 
limitations.  Recent R&D includes comprehensive performance 
and safety evaluation of small stand-alone systems for rural 
applications, round-robin module calibrations in support of 
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laboratory accreditation at FSEC and Arizona State University, 
and diagnostic evaluation of field durability issues identified in 
commercial modules. 
     The second activity includes the development of standards to 
set common minimum limits for performance; development of 
codes to ensure safety, and which are necessary for acceptance of 
technology; development of certification procedures to improve 
the quality of installations, and development of accreditation 
programs to assure the quality of (the facility conducting) testing.    
In FY2001, the program completed work to change the 2002 
edition of the National Electrical Code and contributed to IEEE, 
IEC, and Underwriters Laboratories’ PV standards.  
Accreditation and certification programs progressed with the 
establishment of FSEC as an accredited and certified training and 
testing facility and the establishment of a hardware certification 
program at Sandia. 
 

4.   Removing Barriers 
     Removing barriers to the development, manufacture, and use 
of photovoltaic technologies has long been a focus of Sandia’s 
PV program.  Through the PV Design Assistance Center (aka PV 
Systems Assistance Center), Sandia and the RES’s have provided 
technical assistance, helped build capacity and infrastructure, and 
disseminated vast amounts of information about PV technology 
to hundreds of organizations [7]. 
     Technical assistance includes hardware evaluation and testing, 
help with project development and system specifications, and 
troubleshooting for both industry and users of the technology.   
Recent technical assistance is described in Reference 7. 
     Capacity building and infrastructure development includes 
targeted training of and collaborative activities with industry, 
decision makers, technology users, designers & architects, 
installers, and inspectors.   Recent training activities are described 
in Reference 7.  As an example of a collaborative activity to build 
capacity, Sandia is working with students of colleges and 
universities in New Mexico to develop a solar car team for the 
2003 American Solar Challenge.  Native American students are 
being recruited to join the team, which will help build the 
capacity to make use of PV technology within the Native 
American community. 
     Sandia maintains a repository of information accessible 
through a web site, and actively disseminates papers and 
publications to target audiences.  Sandia hosted a Photovoltaic 
Systems Symposium in Albuquerque, NM in July 2001 that was 
attended by more than 200 industry, government, utility and 
institutional partners. 
 

5.  Supporting Market Growth 
     While marketing itself is considered the domain of the private 
sector, there are many instances where targeted R&D, technical 
assistance, and/or collaborations by the national laboratories can 
provide unique assistance to contribute to the growth of markets 
for the U.S. photovoltaic industry.  Sandia’s work in this area 
falls into three categories: 
     New Applications:  Working with industry, Sandia and its 
partners are developing new applications for PV technology.  
This is essentially R&D with a view toward untapped markets.  
Seven sectors have been identified as promising near term 
opportunities for substantial market growth if the necessary 
systems engineering R&D was undertaken:  transportation, 

remote instrumentation and monitoring, commercial and 
industrial lighting and signage, water purification, refrigeration, 
building envelope temperature control, and defense [8] . 
      Technology Commercialization:  Sandia and the RES’s 
provide key assistance to the industry in commercializing their 
systems technology.  This work includes laboratory and field 
testing of components and systems, troubleshooting and analysis, 
feedback and redesign.  For example, Sandia recently completed 
evaluations of two systems designed to provide power for homes 
in the Navajo Nation.  In addition to contributing to the commer-
cialization of PV technology, this laboratory and field work 
provides Sandia and the DOE PV program with up-to-date ex-
perience with and understanding of PV systems that is critical to 
maintaining a state-of-the-art PV system engineering capability. 
      Technology Deployment:  Another way in which the systems 
engineering program contributes to the growth of markets is by 
implementing deployment programs in close partnership with 
organizations that can make wide use of PV systems.  The 
program provides technical assistance in the implementation of 
pilot projects to build capacity within these organizations.  The 
program  helps the organizations mainstream the use and 
procurement of PV technology, and sets the stage for large-scale 
project replication.  For example, working with the U.S. 
Department of Agriculture’s Rural Utility Service (RUS) to 
mainstream the use of PV in its operations with rural utilities 
opens up a vast market for PV.  Experience gained through these 
deployment projects provides valuable lessons learned about 
fielding PV technology that are fed back into the other systems 
engineering activities.  In addition to the RUS, current partner-
ships include the U.S. Department of Defense, the U.S. Agency 
for International Development, the Florida Solar Buildings 
Program, the U.S. Bureau of Reclamation, Mexico’s Agriculture 
Secretariat, Salt River Project, and the Navajo Tribal Utility 
Authority.  Partnerships under development include a number of 
organizations in California, such as the California Energy 
Commission and the Sacramento Municipal Utility District. 
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ABSTRACT 
PV system reliability has improved significantly over the past 
ten years; however, by any definition system lifetime still 
falls far short of the DOE roadmap goal for 2004 “Validate 
25-year lifetime for PV systems”.  In FY 2001 the DOE 
directed Sandia “to develop, in cooperation with industry, a 
systems and balance of systems (BOS) reliability”.  This 
paper briefly summarizes the result of that work.  The plan is 
outlined and the direction of current work is discussed. 
1. Introduction 
The overall goal of this project is to make photovoltaic 
technology a preferred electrical energy supply option. 
Recently the PV market has been accelerated by Y2K and by 
the California energy shortfall.  This accelerating force is 
unlikely to continue.  To sustain the recent growth in PV 
sales, the public must view PV as a mature product; it should 
be expected to perform well and reliably.   The approach is 
defined through 5 technical objectives: 

1. reducing the life-cycle costs; 
2. improving the reliability;  
3. increasing & assuring the performance of fielded 

systems; 
4. removing barriers to the use of the technology; and  
5. supporting market growth for commercial U.S. 

photovoltaic systems.   
All of these technical objectives interact with each other.   

2.  The Reliability Plan 
In past months a reliability program outline has been drafted 
and circulated to a limited number of industry members.  The 
outline was expanded into a draft plan and has been 
submitted to DOE for review and approval.  Sandia will now 
disseminate the plan to a wider audience including the PV 
industry, utilities and users.  It is intended that the bulk of the 
money invested in this program will pass directly to industry 
in the form of R&D contracts for product improvement. 
The following paragraphs outline proposed activities 
conducted as part of a PV reliability program.  The 
conceptual design of the program is shown in the figure 
below. 

A.  Oversight and Coordination 
Past metrics have concentrated more on installed cost and 
dollars/watt than on O&M or reliability.  This lack of 
emphasis on reliability has resulted in a PV program where 
no single organization has the responsibility for reliability 
improvements.  Thus reliability improvements have occurred 
happenstance, mostly in an incremental manner for 
individual components.  Problems that limit the long-term 
potential of PV have been under emphasized.  This is 
especially evident in the area of inverters.  With the proposed 
approach, a system-based, focused, prioritized effort will be 

place upon developing a highly reliable inverter integrated 
with PV system design requirements. 

In the Photovoltaic Systems Reliability Improvement 
Program: DOE will control the program through a program 
manager at Sandia National Laboratories.  The program 
manager will be responsible for integrating the entire 
program and, with DOE concurrence, apportion resources 
and assign priorities.  Sandia will be responsible for a 
continual exchange of information with the industry and with 
customers.  DOE will place new emphasis on reliability, 
using tools provided by Sandia.  Sandia will expand 
interaction with BIPV, RUS, and others (to be identified) so 
as to identify opportunities for dramatically expanding the 
use of PV. 

B.  Inadequate Information 
An incomplete picture of the root causes of problems in 
fielded systems exists.  For many applications sufficient 
emphasis is not being placed on the operation and 
maintenance of systems that are in the field.  Understanding 
fielded photovoltaic systems by quantifying O&M costs, 
performance, and reliability is critical for acceptance of PV 
as a dependable alternative energy source.  Past information 
on reliability is largely anecdotal; there has been no long-
term systematic effort to gather O&M and reliability data.   
Sandia will accelerate the development of the 
Performance/Reliability Database.  The study of data from 
fielded systems will provide information for researchers, 
individual users such as residential customers and utilities as  
well as manufacturers and dealers.  The reliability and costs 
study includes: 
• understanding 25 yr photovoltaic system lifetimes, 
• identifying successful system designs, 
• providing workable installation processes, and 
• identifying robust component design. 

C. A Structured Program.   
A structured PV reliability program will coordinate all 
aspects of the development of reliable PV systems while 
ensuring that priority problems are addressed first and that no 
important problem is overlooked.  A primary goal is to 
validate 25-year lifetime for PV systems (5-year plan goal).   
An outline of the important issues follows. 
• Define system lifetimes.   
• Utilize a systems engineering design approach.     
• Detailed investigation of field-aged systems.  Initiate 

R&D programs with industry to solve particular 
problems. 

• Expand a laboratory test program that supports industry. 
• Systematic documentation & analysis of field reliability 

status.  
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D.  Hardware Problems 
Product development. This program will target high 
priority reliability problems.  The major new hardware 
development already identified is the development of a 
new inverter with at least a ten-year mean time to first 
failure (MTFF) and with lower cost.   
Testing. 
Testing, throughout the development cycle, is one of 
the best means for reliability improvement.  The testing 
must be initiated during product development, with 
overstress tests such as HALT providing essential 
design information. Program Content.  Testing of 
mature products benchmarks performance and 
identifies the need for further development.  Particular 
emphasis will be placed on array degradation, 
performance of power electronics, and extending 
battery lifetime. 
E.  Codes and Standards 
To streamline the implementation of PV, especially 
grid-connected PV, a uniform and simplified set of 
codes and standards is essential. Certification efforts 
will receive additional consideration for hardware 
certification with an inverter test protocol for 
certification and continued but accelerated efforts for 
establishing a national practitioner certification 
program including providing startup for a national 
training center.  Removing barriers and education 
outreach will continue with accelerated technical 
assistance and collaboration with high leverage 
programs such as the California Energy Commission’s 
Research, Development and Deployment program.   

G.  Mainstreaming PV as a DER Source 
The use of distributed energy resources (DER) is 
increasingly being pursued as a supplement and an 
alternative to large conventional central power stations. 
Photovoltaics technology is well-suited to meeting 
needs for distributed energy systems and is significantly 
more “market ready” than the other new distributed 
energy resources. Numerous barriers to implementation 
have been identified; a program to remove these 
barriers is being formulated. 
Sandia plans to partner with industry and users of the 
technology to ensure customers are ready and able to 
make use of PV technology whenever the economics or 
other drivers dictate that they should.  Sandia further 
proposes to cost share with the partners as appropriate 
through CRADAs or other means to: 
• define requirements,  
• develop a system specification, 
• quantify system economics, 
• characterize the system components and the overall 

system, and. 
• work with users and industry to develop the most 

effective installation and procurement methods. 
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ABSTRACT 
 
  A hardware certification program that helps deliver 
accurate, credible estimates of photovoltaic component and 
system performance is needed to enhance the image of the 
photovoltaic technology and to remove barriers to 
accelerating photovoltaic installations.  The existence of 
well-established product listing procedures in standards 
(UL1703 for photovoltaic modules, UL1741 for inverters) 
has gone a long way to provide consumers and building and 
electrical inspectors with the necessary assurance regarding 
safety and installation requirements, but not system 
performance.  Hardware certification progress and the steps 
being taken to establish testing protocols and ultimately an 
inverter certification program are presented in this paper. 

1. Introduction 
  Photovoltaic power system applications and installations in 
the US are experiencing very rapid growth due to several 
recent unexpected events.  Last year’s rapid increase in the 
cost of conventional electrical power in California and the 
shortage of power resulting in rolling blackouts throughout 
the West have fostered new perspectives on energy 
production and use.  Several states are now offering 
generous incentive and rebate programs to supplement 
electric power production through the installation of 
photovoltaic systems.  Most programs currently pay some 
portion of the installed system cost on a $/kW basis.  The 
photovoltaic system rating used to determine the incentive 
typically uses module nameplate or measured rating and 
does not consider system losses such as inverter efficiencies 
or degradation.  Some programs are now considering an 
energy-based incentive ($/kWh produced).  In both cases, 
some customers are now expecting their systems to produce 
according to a nameplate rating or the prediction of energy 
production.  Purchase and installation of all photovoltaic 
systems will eventually be based on predicted or guaranteed 
energy production.  Whether the energy prediction comes 
from the system installer, a public web page, manufacturers' 
specification sheets or the customers’ calculations based on 
manufacturers' data, actual energy production for today’s 
systems almost always falls short of expectations because of 
inadequate (sometimes overrated) hardware specifications 
or inadequate information on component performance. 

2. Status 
  There is no complete photovoltaic product (component or 
system) certification program in effect today in the United 

States.  Photovoltaic modules and inverters can be listed for 
safety (using UL1703 and UL1741), and PowerMark 
provides certification for the Arizona State University 
Photovoltaic Testing Laboratories (PTL) in support of the 
photovoltaic industry and Underwriters Laboratories 
through environmental tests that support listing and 
qualification of photovoltaic modules [1,2,3,4].  However, 
these qualifications do not yet provide all of the necessary 
and important performance information such as complete 
module rating or degradation information.   
 
  A certification program for small photovoltaic systems was 
recently implemented at the Florida Solar Energy Center 
(FSEC) and was accredited and certified in September 2001.  
The program will measure and certify the performance of 
complete photovoltaic lighting and home power systems 
(including photovoltaic modules, charge controller, 
batteries, loads, wiring, etc.) targeted for remote areas of the 
world.  Additionally, domestic and international standards 
organizations have begun writing requirements for 
photovoltaic component and system certification [5,6,7].   
 
  The photovoltaic and balance-of-system industries often do 
not provide sufficient specifications or data to designers and 
customers to compute a true prediction of performance (and 
often the resulting reliability) for installed systems.  
Inverters are most often the component blamed for a system 
failure.  Inverters also provide the critical link between the 
dc power produced and the ac to loads, but no method is 
established today for third-party certification of 
performance or operation, nor is there a published testing 
protocol or standard for determining inverter certification. 

3. Inverter Certification: First Steps 
  A program to certify inverters for utility-interactive 
photovoltaic systems, including those that use energy 
storage to power critical loads when the grid is lost, is being 
implemented at Sandia National Laboratories under the US 
DOE National Photovoltaic Program as a first step toward 
certification of photovoltaic balance-of-system components 
[8,9].  As the inverter is the single most complex component 
of the photovoltaic system, and the critical link for delivered 
ac power, a fair number of tests beyond those conducted for 
listing and by manufacturers are needed to assure designers 
of the performance of inverters and to provide enough 
information to adequately estimate total system 
performance.  The inverter certification must include tests to 
show maximum power tracking effectiveness, efficiency 
variations associated with power line voltage, environmental 
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effects, and losses that occur at night and during other 
protective shutdowns. 
 
  The hardware certification program will have several 
elements.  They are: 
• Determine characteristics to be evaluated or verified. 
• Establish and verify test procedures for measuring or 

evaluating the hardware. 
• Establish necessary qualifications for a testing 

laboratory. 
• Establish an independent, certifying body to develop 

the laboratory requirements, verify compliance, and 
issue a certification mark. 

 
  Further, other considerations that must be taken into 
account for certification include: 
• The need to certify hardware. 
• The type of certification (hardware compatibility, 

performance, operation) 
• The Value of further testing for certification. 
• The Costs of certification. (Value must exceed cost) 

(Consensus now places high value on certification) 
• The effectiveness of the certification results.   
• The required accuracies. (It must be reasonable and 

affordable) 
• The applicability of the certification results in all 

situations. 

4. Photovoltaic Industry Participation 
  The first “Hardware Certification Meeting” was held in 
conjunction with Sandia's Photovoltaic System Symposium 
in July 2001 as a half-day event.  More than 90% of the 
industry participants agreed that hardware certification was 
needed to level the playing field, to aid designers, to enable 
more accurate performance predictions and to boost 
consumer confidence in photovoltaic systems.  One utility 
predicted the downfall of photovoltaic applications in his 
company if a certification program was not available.  The 
major concerns for the certification program were cost and 
follow-up as products evolve, but many were willing to add 
up to 10% of product costs for certification.  
 
  This hardware certification program will provide the new 
documents and standards necessary to consistently test and 
evaluate hardware that will allow better predictions of 
system operation.  The inverter test protocol will be jointly 
edited and reviewed by two important parts of the industry.  
A “User” working group and a “Manufacturers” working 
group have been established.  These groups will participate 
in at least one meeting and email-based collaboration during 
2002.  A first-year goal is for Sandia National Laboratories 
to publish an inverter test protocol document for 
certification that has an industry consensus approval. 

5. The Establishment of a Testing Facility 
  The establishment of a national testing laboratory and 
administration organization for hardware certification will 
require extensive test equipment and facilities.  Because 

hardware certification does not appear to be a sufficient 
revenue stream to sustain a laboratory, a reasonable 
approach would be to establish the testing program using a 
nationally recognized facility that is diverse enough to 
provide part-time photovoltaic hardware certification.  
Short-term use of Sandia National Laboratories’ established 
testing facilities with sophisticated equipment in place for a 
fee could provide a jump-start for the certification process.  

6. Summary 
  More states and investors are stepping up the installation 
of photovoltaic systems but there is no complete 
certification for photovoltaic components and systems 
available today.  A photovoltaic hardware certification 
program has begun.  Participants will write a test protocol 
document for grid-tied inverters.  The PV industry is active 
in the first steps of the hardware certification.  The “Inverter 
Testing Protocol” will be published through Sandia National 
Laboratories in 2002.  Other aspects of implementing 
certification testing are in the planning stages at Sandia. 
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ABSTRACT 
 
Practitioner certification is a credential awarded to the 
practitioner indicating that core competency standards 
have been met.  Meeting these core standards requires an 
assessment of the practitioner’s knowledge, skill and 
experience.  There are many different processes that may 
be used in assessing competency and certifying 
practitioners.  This paper discusses not only an accepted 
process for certification, but also specific 
recommendations on certification requirements, 
standards, testing, education and training that apply to 
those practitioners responsible for the installation of grid-
tied photovoltaic systems [1]. 
 
1. The Need for Product Assurance 
 
The photovoltaic industry has established ambitious goals 
for grid-tied photovoltaic system markets.  These goals 
and projected markets are documented in Solar Electric 
Power: The U.S. Photovoltaic Industry Roadmap.  Such 
markets must be built on high quality products that meet 
or exceed customer expectations.  Certification programs, 
both hardware and practitioner, can help assure customers 
that the photovoltaic products they purchase will meet 
their expectations. 
 
A question that is increasingly being asked is whether 
grid-tied photovoltaic systems are ready for widespread 
marketing and subsidy programs or, conversely, can 
industry adequately meet this rapidly growing demand.  
Certainly photovoltaic module manufacturers are well 
established, produce highly reliable products, and are 
rapidly adding new capacity to satisfy demand.  Inverter 
and other major component suppliers are not as far along.  
The part of the industry responsible for installing grid-tied 
systems is diverse, ranging from highly competent 
engineering firms to individuals with hardly any 
knowledge of electrical circuits and inadequate skills and 
experience.  Also, increasing demand has outstripped the 
availability of skilled practitioners with interest in grid-
tied residential applications of photovoltaics. 
 
To adequately address product assurance needs, the 
components that make up the photovoltaic system must 
meet safety, performance, reliability, durability and 
lifetime expectations.  Likewise, the system design must 
be appropriately documented, incorporate accepted design 
practices, and comply with the most recent version of the 
National Electrical Code .  And, finally, the installation 

must comply with all local electrical and building codes, 
function properly, and pass acceptance tests.  This paper 
focuses on the quality assurance aspects associated with 
the installation of the system and, in particular, the 
competency of the practitioner responsible for the 
installation. 
 
2. Classifying Photovoltaic Practitioners 
 
In establishing recommendations for practitioner 
certification, three separate classifications of practitioners 
were defined: designers, installers and inspectors (code 
officials). 
 
The function of the design practitioner is to select, size 
and configure all components into a compatible 
arrangement that constitutes the system design.  As such, 
the function of the photovoltaic system designer is totally 
consistent with the design function of systems 
engineering in general.  The end product of this function 
is a well-documented design that, on paper, complies with 
the latest version of the National Electrical Code and is 
consistent with industry-accepted design practices.  The 
design documentation should include all relevant 
information that the installer practitioner needs to do 
his/her job. 
 
The function of the installer practitioner is to adapt the 
design to meet specific customer and site needs, and to 
safely install and check out the system.  The end product 
is a system that works properly and complies with all 
applicable local codes. 
 
The function of the inspector practitioner is to ensure that 
the installation practitioner has completed a photovoltaic 
system installation that complies with all local electrical 
and building codes.  Also, like the installation 
practitioner, the inspector practitioner depends upon the 
documentation of the system design in performing his/her 
function.  However, the primary concern of the code 
official is safety – not system functionality.  Of the three 
defined practitioner categories, the inspector practitioner 
is the only one whose primary function is quality control 
and that is for safety and installation practices. 
 
Although this paper only addresses the certification of 
installation practitioners in detail, it is important to note 
the interdependency of the three categories and how their 
functions dovetail with each other. 
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3. Seven Components of a Practitioner Certification 
Program 
 
Certification programs have seven primary steps that must 
be addressed to create a certification program.  These 
seven steps can be categorized into three primary areas:  

• Requirements and Standards: Establishing 
requirements; Setting standards; and Developing 
program tests. 

• Training and Education: Identifying preparation 
and remediation options. 

• Logistics: Governance; Administration, public 
relations and communications. 

In this paper, we address the first two broad categories, 
Requirements and Standards and Training and Education.  
The Logistics area is critically important and is typically 
addressed by a board of directors.  The board ensures that 
the certification requirements and standards are fairly and 
properly applied.  Their decisions are dependent upon the 
established requirements and standards. 
 
4. Establishing Requirements for Certification 
 
The proposed requirements for practitioner certification 
include the following: 1) satisfying entry requirements, 
which consist of two years of experience, signing a code 
of ethics, and paying a fee, 2) passing a knowledge-based 
test that requires certification candidates to apply their 
knowledge of photovoltaic systems to typical situations 
they may face on the job, 3) passing a performance skills 
tests that requires candidates to demonstrate physical 
skills, 4) satisfactorily installing at least three photovoltaic 
systems (referred to as work samples), and 5) maintaining 
their certification by taking at least 12 contact hours of 
continuing education related to photovoltaic systems over 
a period of three years.  It is also being proposed that 
completion of the first two requirements results in 
provisional certification and  Completion of all five 
requirements results in full certification. 
 
The requirements discussed above have been 
recommended to the North American Board of Certified 
Energy Practitioners (NABCEP) and are currently under 
review.     
 
5. Setting Practitioner Certification Standards 
 
Setting certification standards begins with developing a 
task analysis.  A task analysis is a list of all core 
knowledge and skills that a practitioner must have to 
install a photovoltaic system.  Each task is then given a 
priority ranking (high, medium, low) indicating how 
critical each task is in terms of 1) the likelihood of a 
practitioner making an error and 2) the seriousness of the 
error in the installation process.  The task list and 
rankings, coupled with the conditions under which the 
task is performed and the criteria for performing the task, 
are the standards proposed at this time. 

 
These standards have been recommended to NABCEP 
and are currently under review. 
 
6. Testing for Competency 
 
Based on the standards and the requirements for meeting 
those standards, competency tests are developed [2, 3].  
As stated in the requirements, three tests have been 
proposed for PV practitioners:  1) an application-based 
knowledge test, 2) a performance skills test, and 3) the 
evaluation of three work samples.  All tests are based 
directly on the task analysis.  The knowledge test consists 
of 80 test items where candidates are required to apply 
knowledge of PV systems to situations they are likely to 
face on the job.  The performance skills tests and the work 
samples require the use of criterion-referenced checklists.  
These checklists define critical skills required of the 
candidate.  Trained evaluators judge the adequacy of the 
performance skills and the work samples based on 
specific criteria that have been established.  
 
Test items and checklists are currently being developed 
and are under review for their validity and reliability. 
 
7. Educating and Training Practitioners 
 
While it is not required that candidates for PV 
certification take a PV training courses, it is expected that 
many will.  Certification programs define options for 
training and remediation.  These options are based on the 
knowledge and skills specified in the task analysis.  
Candidates who want to take a PV course can do so with 
some assurance that the knowledge and skills required to 
pass the certification tests will be addressed in the 
education and training courses. 
 
A separate but related component of a certification 
program is the existence of accredited training courses 
and programs.  While not addressed here, accredited 
training and education programs must meet specific 
standards set by an accrediting body.  These standards are 
based, in part, on the same task analysis adopted by the 
certification program.  
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ABSTRACT

Energy production should be the primary basis for
designing photovoltaic systems, and for long-term
monitoring of system performance.  An accurate
performance model based on established testing procedures
is required during the design phase to confidently predict
expected system performance, and in order to compare
actual versus expected energy production over the lifetime
of the system.  This paper discusses performance metrics
used for commercial photovoltaic modules and systems,
uses a comprehensive performance model to compare
energy available from different module types, summarizes
the dominant factors influencing system energy production,
and illustrates how energy-based performance modeling can
improve the performance and reliability of systems.

1. Introduction
The importance of good system design, installation

practices, and reliability cannot be overemphasized, because
without these elements it is impossible for photovoltaic
modules to provide the energy of which they are capable.
Energy-based system performance modeling provides the
tool necessary to optimize system design and to gauge the
performance of systems after they are installed.

2. Module and System Performance Metrics
The performance of photovoltaic modules and arrays can

be reported and compared in different ways; efficiency or
peak power (Wp) at the ASTM Standard Reporting
Condition (SRC) [1], cost per peak watt at the SRC ($/Wp),
dc-energy normalized by peak power (kWh/Wp) [2], or
average dc-energy produced per day (kWh/d).  System
performance is typically judged based on ac-energy
delivered (kWh-ac/d) [3, 4], and perhaps the most definitive
performance metric quantifies energy cost ($/kWh-ac)
where installation cost, operation and maintenance costs,
and long-term component degradation rates are considered.

The most commonly used performance metrics are
probably efficiency and module $/Wp.  Table 1 summarizes
the range for efficiency for different commercially available
PV module technologies, including cell efficiency inside the
modules.  These efficiencies were calculated from
manufacturer’s power specifications at SRC and total
module area.  The module cost-per-peak-watt metric, $/Wp,
continues to be widely used by the module industry.
Unfortunately, neither of these metrics address module
energy production, array size, thermal behavior, system
component matching, reliability, or O&M costs.  Therefore,
the efforts summarized in this paper have been aimed at
improving testing and modeling procedures used to predict

the expected energy produced by photovoltaic systems
designed for site-dependent applications.

Table 1: Efficiency ranges for commercial modules and
cells at ASTM Standard Reporting Condition.

Technology Cell Eff. (%) Module Eff. (%)
mc-Si 11 - 14.5 9 - 13
c-Si 12 - 16 10 - 13.5
a-Si 5 - 7.5 5 - 6.5
CIS 10 - 11.5 7.5 - 9.5

CdTe 7.5 - 10 7 - 9

3. Performance Modeling Procedure
The comprehensive outdoor testing procedures and array

performance model developed by Sandia have now
demonstrated good accuracy over a wide range of operating
conditions, as documented elsewhere [5, 6, 7, 8, 9].  The
performance model accounts for module specific electrical
parameters, temperature coefficients, operating temperature
as a function of environmental conditions, optical losses at
high angles of incidence, solar spectral variation over the
day, and module mounting orientation or tracking options.
A sensitivity analysis of the factors influencing the energy
available from modules was recently documented [10].

Our performance model was coupled with solar resource
and meteorological data from the National Solar Radiation
Database (NSRDB) [11] to calculate the expected annual
energy production for a variety of module technologies.
Table 2 gives the results for modules oriented at latitude-tilt,
in terms of their expected average energy production per
day.  Results were scaled to the equivalent of a 1-kWp array
for each technology.  Normalized values, with respect to the
“mc-Si” module, are also shown for more direct
comparison.  To illustrate site dependence, three locations
were selected for analysis: Albuquerque, Sacramento, and
Buffalo.  An important result from this analysis was that
given an equivalent power rating at SRC all PV technology
types were nominally equivalent in terms of expected
annual energy production, within the uncertainty of the
calculation (~±5%).  This conclusion was also recently
supported in results reported by others [12].

4. Factors Influencing System Energy Production
Developing a fundamental understanding of the factors

influencing the expected dc-energy production for
individual photovoltaic modules is a significant step toward
quantifying the levelized energy costs for PV power
systems.  However, the module-level factors previously
discussed must be put in perspective relative to system-level
factors that can overwhelm them.  Losses associated with
these system-level factors result in less energy delivered to
the load than the array is capable of providing, thus a low
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“array utilization.”  The magnitude of the associated energy
losses is dependent on system design, module and BOS
component selection, and weather conditions at the site.
Nonetheless, Table 3 is an attempt to rank the module and
system factors influencing energy production, along with an
estimated range for their impact.  In poorly designed or
installed systems, combinations of these factors can quickly
result in the inability of the system to power the intended
load, constituting a “system failure.”

Table 3: Module and system-level factors influencing the
energy available from PV system, estimated ranges.

Factor Range (%)
Module orientation -25 to +30
Energy storage (batteries) -30 to -5
Array utilization losses -30 to -5
Power conditioning hardware -20 to -5
Module power specification -15 to 0
Module temperature coefficients -10 to -2
Module (array) degradation (%/yr) -7 to -0.5
Module V mp  vs. Irradiance -5 to +5
Module soiling (annual average) -10 to 0
Angle-of-incidence optical losses -5 to 0
Module mismatch in array -5 to 0
Solar spectral variation -3 to +1

5. Array Utilization Example
Array utilization losses are common in battery charging

systems because charge controllers rarely have a maximum-
power-point tracking capability.  They are also present in
grid-tied systems if the array maximum-power voltage (Vmp)
is outside acceptable limits for the inverter or if the array
maximum-power (Pmp) exceeds the inverter capacity.  In
both cases, inadvertent array shading and solar tracking
error can also result in array utilization losses.

An example of how modeling can be used to understand
and improve the performance of systems, and as a result
avoid system reliability problems in the field, is illustrated
in Figure 1.  This stand-alone system was designed for small
remote residential applications requiring about 2 kWh-ac/d
of electrical energy.  A high-performance array was added
to the system to ensure that the load was met.
Unfortunately, for an Albuquerque site, the array
performance characteristics were not a good match with the
“voltage window” dictated by the requirements for correctly
charging the batteries.  Only about 20% of the annual
energy available from the array occurred with an array Vmp
within the voltage window.  The rest of the time the

operating voltage was well below the
array Vmp, resulting in “array utilization”
over the year of about 85%, directly
reducing the ac-energy available.
Moving the system to Phoenix would
help in that the Vmp distribution for the
year shifts about 2V lower, more within
the operating window.  However, moving
the system to Alamosa, CO, would make
things worse in two ways.  The Vmp
distribution would shift higher by about
1.5V, thus worse than Albuquerque for
array utilization.  In addition, colder

ambient temperatures would result in lower battery
temperatures. To compensate for the low temperature, the
charge controller may raise the bulk charging voltage over
31Vdc, which exceeds the input voltage range for the
inverter, which in turn will shut down the inverter
intermittently.  To the owner in Alamosa, the system would
then have “failed,” and probably the inverter would be
blamed rather than the array selection during system design.

 600-Wp c-Si Photovoltaic Array
at:   Albuquerque, NM -- Module tilt =  35 degree  @  180 azimuth
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Figure 1:  Cumulative distribution of hourly energy
available from array over the year versus Vmp and Voc
relative to “operating window” defined by the batteries.
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Table 2: Calculated annual-average daily dc-energy (kWh/d) available
from different PV technology types all with identical 1 kWp ratings.
Latitude-Tilt Orientation  (Uncertainty in values +/- 5%)

mc-Si mc-Si#2 c-Si p-Si a-Si a-Si#2 CIS CdTe CdTe#2
Albuquerque 5.82 5.87 5.88 5.67 6.46 5.80 6.07 5.73 6.56
Sacramento 4.90 4.95 4.95 4.72 5.43 4.83 5.03 4.83 5.65
Buffalo 3.87 3.89 3.97 3.74 4.24 3.80 3.92 3.87 4.25

Normalized mc-Si mc-Si#2 c-Si p-Si a-Si a-Si#2 CIS CdTe CdTe#2
Albuquerque 1.00 1.01 1.01 0.97 1.11 1.00 1.04 0.99 1.13
Sacramento 1.00 1.01 1.01 0.96 1.11 0.99 1.03 0.99 1.15
Buffalo 1.00 1.00 1.02 0.96 1.09 0.98 1.01 1.00 1.10
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ABSTRACT 
 
Sandia National Laboratories is developing a strong 
relationship with the Navajo Nation.  Sandia’s 
activities with the Navajo Tribal Utility Authority 
(NTUA) are leading this development effort.   
Specifically, Sandia has been providing PV 
technical assistance directly to NTUA.  Sandia’s 
Photovoltaics Program has grown this relationship 
through joint formation of strategic multi-year 
plans oriented toward the development of 
sustainable Native American renewable energy 
projects and associated business development. 
 
In parallel, Sandia has developed a partnership with 
the US Department of Agriculture’s (USDA) Rural 
Utility Service (RUS). RUS administers a $33B 
revolving loan fund that lends money to rural 
electrical cooperatives at very favorable rates and 
long terms.  NTUA is a qualifying rural electrical 
cooperative.  Recently, NTUA received a RUS loan 
to support its successful PV program with 200 
home systems spread throughout the rural 
reservation areas of Arizona and New Mexico.   
This loan is the first-ever non-hydropower 
renewable energy technology loan made by RUS.  
 
The NTUA PV program serves as model for other 
tribes, and their experiences can directly apply to 
rural utilities across the nation.  If successful, the 
Program can lead to the opening of a large 
sustainable market for PV with the rural electrical 
cooperatives. 
 
GENERAL INFORMATION 
 
In December 2000, Sandia National Laboratories, 
Navajo Nation and the Department of Energy 
signed a Memorandum of Understanding (MOU), 
which authorizes collaboration and technology 
transfer for the Navajo Nation.  The collaboration 
emphasizes energy, environment, education, 
economic development, and communication.  
Energy, of course, is very key to the MOU.  
Besides being explicitly identified as a subject for 

cooperation, it is an enabler of all of the remaining 
explicitly mentioned cooperation areas.   
 
Out of the 250,000 enrolled members, 
approximately 152,200 Navajos reside on the 
reservation, which covers 17 million acres.   
Approximately 10,000 Navajo homes are currently 
without electrical power, and the average cost to 
extend the electrical grid is about $25,000 per mile.   
 
NTUA serves as the Navajo’s cooperative electrical 
utility.  Throughout their service area, 200 
photovoltaic systems have been purchased and 
installed by NTUA at individual residences. 
 
Sandia National Labs has been providing technical 
assistance and training to NTUA for their current 
640 Watt off-grid photovoltaic systems. Sandia and 
its partners at New Mexico State University’s 
Southwest Technology Development Institute 
(SWTDI) have trained the majority of the NTUA 
electricians, engineers and customer service 
technicians.  Other assistance included monitoring 
performance/operation of PV systems in the field 
and conducting performance tests on NTUA 
systems at Sandia.   
 
Future plans include providing assistance on 
sustainability issues, maintenance process 
development and other technical training activities. 
Also planned are determination of life-cycle costs 
of fielded stand-alone PV systems, monitoring of 
and data collection from installed systems, 
continued technical assistance and capacity 
building, business development geared toward 
sustainability and growth of present activities, 
monitoring and regular evaluation of installed 
projects, as well as the overall implementation plan. 
 
 
CUSTOMER FORUMS 
 
Currently, Navajo customers lease the PV systems 
from NTUA and are charged through their utility 
bill. The lease includes NTUA provided 
maintenance and service.  All Balance of System 
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components are sealed and accessible only to 
NTUA personnel.  The customer owns the system 
after 15 years. 
 
It is important that end users of these systems 
understand the system’s capabilities and 
limitations.  For example, new users of the systems 
are so pleased with the benefits of having electricity 
in their homes for the first time that they attempt to 
power appliances and tools that overload the 
systems.  To communicate system capabilities, 
limitations and proper operation, the NTUA/Sandia 
team piloted a customer forum to address these 
issues.  The first forum was held in NTUA’s 
Kayenta District.  This site was chosen as the 
majority of the NTUA systems are installed in this 
District.  
 
The first forum was held in the Community Chapter 
House in Kayenta, Arizona.  The forum provided a 
platform for presenting information on 
understanding photovoltaics and the PV system in 
general.  Considerable time for questions and 
answers was provided, along with an opportunity 
for customers to see the components of the system 
in a supervised manner.  It was accompanied by a 
live radio broadcast, all in the Navajo language, 
which covered the majority of the reservation and 
helped to promote PV and the NTUA program. 
 
The NTUA Kayenta District electrician and her 
helper, along with assistance from Sandia National 
Labs’ technical staff and support from staff from 
the Southwest Technology Development Institute, 
conducted the forum. More events are being 
planned for this next fiscal year.   
 
 
RURAL UTILITY SERVICE PARTNERSHIP  
 
Sandia sees working with RUS as a excellent 
opportunity to develop a new domestic market for 
US PV technology.  PV is cost-effective now in 
many rural applications.  The low interest, long-
term loans available to rural cooperatives through 
RUS make these PV applications even more 
attractive economically.  What remains to be 
demonstrated to RUS is the sustainable and reliable 
performance of PV technology in the rural 
cooperative environment.  Sandia/SWTDI, through 
the NTUA partnership, are working to make this 
demonstration.  Specifically, Sandia is assisting in 
developing a material list to include PV; compiling 
dealer, factory and new product information; 
assisting with developing planning tools; and 

learning from the co-operative’s experience with 
fielded PV systems.   
 
Sandia is also assisting to understand costs 
including maintenance costs.  RUS already requires 
operations and maintenance records. The Sandia 
database is being used to collect and analyze this 
data. 
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Photovoltaics (PV) already offers a competitive 
alternative in many high value applications.  For example, 
in low power instrumentation (e.g. traffic counters, 
calculators, etc.), PV is commonly preferred over batteries.  
The evolution of new and appropriate applications for PV 
play a significant role in bridging the PV market from 
where it is today to the future and bulk power generation.  
PV can be considered a practical alternative wherever 

 
• Cost does not make it unacceptable;  
• PV can perform reliably in the specific 

application and location; and, 
• A practical sized array produces sufficient energy 

 
As with any commodity, cost plays a prominent role.  

However, being the lowest priced alternative is not always 
necessary.  Applied in niche market applications, PV’s 
favorable extrinsic features (e.g., unattended operation) can 
outweigh an otherwise higher price.  Once it is assured that 
price alone does not eliminate PV as an option, 
performance characteristics can be compared against those 
of other energy options.  PV has intrinsic properties which 
can make it favorable in some applications, inappropriate in 
others.  Some of the favorable properties of PV are: 

 
• Mobile 
• Decentralized/independent 
• Modular 
• Quiet and non-polluting 
• Low maintenance/near-perpetual energy source 
• Mature technology 
These are balanced against unfavorable characteristics 

which can make PV unsuitable in many applications: 
• Low energy 
• Area intensive 
• Fragile 
• Heavy 
• Intermittent/non-deterministic energy production 

 
The best candidate applications which match PV’s 

strong points are to be found in electrical loads with some 
combination of the following characteristics: remote or 
inaccessible to the grid; small, daytime only; outdoors or 
with outdoor access; conventionally powered by an 
expensive energy source; difficult to service or fuel.  Using 
these guidelines, several major market sectors that offer 
favorable new applications for PV are as follows: 

 
1. Transportation 
2. Remote Instrumentation and Monitoring 
3. Commercial and Industrial Lighting and Signage 
4. Water purification 
5. Refrigeration 
6. Building Envelope Temperature Control 
7. National Defense 

 
 

NEW APS CASE STUDIES:  PV ICEMAKING [1] 
A unique commercial PV powered ice-making system 

was installed in March 1999 to serve the fishing 
community of Chorreras, Chihuahua.  SWTDI and Sandia 
worked closely with the State of Chihuahua in 
implementing and monitoring the project with support from 
the New York State Energy Research and Development 
Authority, DOE, and USAID.  The ice-maker system was 
designed and installed by SunWize Technologies. 

The concept of solar-powered ice production in the 
remote desert is not a trivial one.  High summer ambient 
temperatures in excess of 40°C, as well as winter 
temperatures below freezing, create an abusive 
environment for batteries.  The PV hybrid system consists 
of a 2.4 kW PV; APT Power Center; 24 Vdc 2200 Ah 
battery bank with 2 V cells; two Trace 3.6 kW modified 
sinewave inverters stacked to provide 60 Hz, 240 Vac 
single-phase power for the icemaker; and one Kohler 6.3 
kW propane generator to provide backup battery charging. 

The ice-maker is set to run a dozen 15-minute 
automatic ice-making cycles each day.  The hybrid system 
provides a daily average of 8.9 kWh at 240 volts to the ice-
maker.  The system COP is about 0.65 and a total of 97 
percent of the energy has been supplied by the PV, while 
less than 3 percent has been supplied by the back-up 
generator.  Overall ice production averages about 85 kg of 
ice per day. The system has worked well in producing ice 
on a daily basis with only some initial minor control 
problems and water line calcification which requires that 
the lines must be cleaned every nine months. 

The system can produce over 25,000 kg of ice per year 
from the solar alone.  Assuming a value of US$0.30 per kg 
of ice (for this remote site where it must be hauled in), this 
implies that a simple payback for the ice-making system is 
about 7 years.  Taking into account the value of reduced 
fish spoilage, actual payback is under 5 years for the PV 
ice-maker.  Overall, it is anticipated that ice production 
over the system lifetime, with future battery replacements 
and system maintenance, should be about US$0.15 per kg.  
The system has proven that a properly designed, operated, 
and maintained system can indeed produce a significant 
and valuable resource, such as ice, even in the middle of 
the desert.  Such a system requires local buy-in and follow-
up.  Long-term commitment and follow-up by the project 
partners is required for continued project success.  This 
project is an example of using PV to meet local needs and 
contributing to local economic development while 
developing a new market for PV.  

 
PV DIRECT DRIVE REFRIGERATION 

A direct drive PV powered refrigerator technology 
developed by SOLUS for NASA has been field in New 
Mexico by SWTDI for Sandia under the Mexico 
Renewable Energy Program due to interest in the Mexican 
market.  The SOLUS refrigerator uses thermal storage, and 
a direct connection is made between the cooling system and 
the PV panel.  This is accomplished by integrating a water-
glycol mixture as a phase-change material (PCM) into a 
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well-insulated refrigerator cabinet and by developing a 
microprocessor-based control system that allows direct 
connection of a PV panel to a variable-speed dc 
compressor.  This allows for peak power-point tracking 
from the PV panel and elimination of batteries from the 
system.  The refrigerator uses a vapor compression cooling 
cycle with an integral thermal storage liner, PV modules, 
and a controller.  The high efficiency refrigerator employs a 
variable-speed dc compressor and there are no batteries or 
inverter, thus realizing substantial system cost savings. 

The SOLUS refrigerator was operated by SWTDI on 
120, 90, 80, and 60 Wp PV modules.  Six gallons of water 
at ambient temperature were placed inside the refrigerator 
unit and removed each day.  The peak current the 
compressor drew was 3.7 amps while averaging 2.9 amps 
throughout the day at 15.2 volts and had a power 
consumption of 45 to 56 watts.  For instance during the 120 
Wp case, 7.4 peak sun hours were available, and the PV 
array (120W) produced a daily average of 870 Wh of dc 
energy while the refrigerator used an average of only 433 
Wh per day of dc energy at an average of 15.2 volts  The 
net energy (energy produced minus energy consumed) of 
the system was 438 kWh.  The 120 watt array originally 
recommended was actually much larger than necessary for 
the Chihuahuan desert climate of southern New Mexico to 
power the refrigerator even at its peak energy demand.  The 
maximum peak power consumed by the variable dc 
compressor was 56.2 W while averaging 45.4 W/day. 

Temperature data collected by SWTDI showed 
adequate temperature control within the refrigerator 
cabinet, despite ambient conditions of 30 - 40°C in Las 
Cruces.  If the refrigerator is not cycled sufficiently, its 
contents can freeze after several days.  As smaller arrays 
were tested, the energy consumption for the unit remained 
constant.  The refrigerator operated successfully for the 
120, 90, and 80 Wp cases, but the 60Wp PV module was 
too small to meet compressor start up needs.  For the 120 
Wp case, the refrigerator would typically go through 8 to 
12 start-up cycles in the morning.  However, for the 80 Wp 
PV modules, the refrigerator would experience over 200 
start-up cycles in the morning.  This adds to a lot of 
needless stress for the mechanical and electronic parts.  The 
main cause for these “false starts” is the refrigerant fin 
cooling motor.  This small motor, which is intended to help 
the unit run more efficiently, is causing the unit to require 
much more power than is actually needed.  These types of 
problems need to be further evaluated in different climate 
regimes.  To this end, SWTDI is working with Sandia and 
NASA in additional field testing on the Navajo Nation, 
Mexico, and Guatemala.  Likewise, SWTDI is working 
with SOLUS and Sandia in expanding this innovative 
refrigeration concept to PV milk tank coolers for Mexico. 

 
PV REFRIGERATED TRAILERS [2] 

SWTDI working with Sandia and SOLUS has been 
exploring the potential for using PV for refrigerated 
trailers.  There are over 200,000 refrigerated trailers in the 
U.S.  The conventional refrigeration unit is either powered 
via hydraulic drive installed on the truck’s engine, or, more 
commonly, by an integrated, independent, four cylinder, 
liquid cooled diesel engine.  A typical refrigeration unit 
weighs between 1300 and 2000 pounds.   

SOLUS conducted a feasibility study of the 
development of a practical PV powered refrigerated trailer 
for the U.S. trucking market.  First, it was determined that 
any proposed trailer must be capable of maintaining sub-
freezing as well as refrigerated temperatures since cargo 
varies widely.  Compared to refrigerated temperatures, 
maintaining freezing temperatures increases the thermal 
load by 50 percent and decreases the refrigeration system 
efficiency by 50 pecent.   

Over the course of a typical day, a typical 53 foot 
trailer requires 82.8 kWh to maintain frozen conditions.  
Based on high-efficiency, closely packed modules, a 5.7 
kWp PV array could be mounted on the trailer’s roof.  The 
daily energy produced by this array will necessarily vary 
with solar exposure.  Array output was estimated at a high 
of 43.4 kWh for a typical Phoenix day to a low of 32.3 
kWh for a typical Boston day.  The proposed system would 
not use batteries for electrical storage, but instead, a PCM 
would store thermal energy.  This PCM would consist of a 
23 percent NaCl eutectic solution sized for energy storage 
equivalent to 18 hours of cooling.   

Three major system improvements were proposed to 
facilitate making PV power practical for refrigerated 
trailers: 1) reduce the thermal load; 2) improve the 
efficiency of the refrigeration unit; 3) incorporate an 
auxiliary power source for backup.  Reduction of the 
thermal load can be accomplished by using vacuum panel 
insulation in the walls of the trailer.  Vacuum panel 
insulation with an R-value of 30, can reduce the thermal 
load of a conventional trailer from 3131 W to 1534 W.  
Next, though the refrigeration units on standard trailers are 
efficient, their efficiency can be improved by more than 25 
percent through the use of a 2-stage compressor.  Enlarging 
the condensor and evaporator areas can improve efficiency 
up to 35 percent.  The last of the system improvements 
would be the inclusion of an auxiliary power unit for 
periods of prolonged cloudiness.  The auxiliary power unit 
could be a diesel generator, wheel mount generator, or 
connection to shore (grid) power.  Additional study and 
design work is needed to fully develop this application. 

 
CONCLUSIONS 

The fundamental properties of PV make it an 
attractive power source in many, as yet, unexplored 
applications.  In refrigeration for instance, there has been 
an evolution of technology development leading away from 
battery systems to direct drive and battery-free systems.  
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ABSTRACT 

 
  Electrical conductivity pathways from the grounded frame to 
the cell area in a PV module are reviewed here. Measurements are 
made on 4" x 8" soda lime (SL) glass substrates with contact 
patterns defined using 3-mil and 10-mil diameter bead-blast removal 
of the SnO2 coating to study the dominant path, which is the 
EVA/glass interface.  The remaining SnO2 contact strips are 
separated by what would simulate the module edge delete regions. 
EVA encapsulated bead-blast surface resistances are 8x1015 ohm/sq 
compared to 8x1012 ohm/sq for native SL glass surfaces.  Adhesion 
strengths to bead-blast surfaces are 25 to 30 lbs/in. Stress test results 
on these interfaces after removal from damp heat suggest corrosion 
of the glass at the glass-EVA interface. 
 
 
1. Introduction 
 The thin-film photovoltaic industry needs a more robust 
packaging scheme that enhances high-voltage isolation of the cell 
from the frame and reduces moisture ingress at the module 
perimeter.  Ideally this will be achieved while at the same time 
eliminating the back sheet of glass.  Fig. 1 shows a cross-section of 
the edge-seal region of a thin-film module. Generally, for the 
manufacture of a-Si:H and CdTe modules, SnO2-coated, SL glass 
(AFG, low iron float glass) is purchased in bulk with the conductive 
SnO2 film covering the entire sheet.  It is removed from the 
perimeter by laser, chemical, and/or mechanical methods including 
SiO2 bead blast;  We call this "edge-deletion."   
 In the field and during hi-pot qualification testing, current flows 
between the cells and the frame.  These pathways were summarized 
at the NCPV "Moisture Ingress and Hi-Voltage Isolation Workshop" 
last March 22-23, 2001 [1] and will be published next winter [2]. 
Under almost all field environments, the dominant cell-to-frame 
current is I2 [2].  Other packaging requirements identified at that 
meeting include good adhesive properties to glass at that edge seal 
and low water vapor transmission rates and high adhesive properties 
for alternate backsheet materials.  These are summarized in a 
companion paper by G. Jorgensen, et.al.  
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Fig. 1.  Cross-section of edge seal region of a thin-film module from 
ref. 2.      
 

  
2. Cell-to-Frame Currents 
 Cell-to-frame currents for three easily-calculated current 
pathways for the SL glass-superstrate, thin-film module shown in 
Fig. 1 have been calculated [2]. Excess current due to poor module 
design, flaws during fabrication, or in the junction box are not 
considered in these calculations.  The resistance of the edge gasket 
volume between the metal frame and the module edge is assumed to 
be zero when compared to SL glass bulk or surface.  The three 
current pathways that we consider, because they are predictable, are: 
I1 on the front surface of the glass and through its bulk to the cell 
area;  I2 along the SL glass/EVA interface, edge-seal region between 
the gasket material and the cell area; and I3, through the width of 
EVA laminating material around the perimeter of the edge-seal 
region.  Leakage through the back cover material and EVA covering 
the back of the cells is not considered.  
 EVA bulk resistivity, EVA surface, EVA/SL glass interface, 
and SL glass surface sheet resistances from [3] and the bulk 
resistivity of SL glass from [4] are used in calculating these currents.  
The temperatures and relative humidity (RH) values were selected to 
match the IEEE 1262 stress testing conditions, room conditions, and 
outdoor conditions with the front surface wet from rain or dew.  For 
simplicity we assume the module under study is a square meter, 100 
cm on an edge with a 400-cm perimeter length.  The edge-delete 
area where the film and conducting oxide are removed to isolate the 
cells from the frame is 1 cm wide and encompasses the perimeter of 
the module.  The EVA laminant is 1 mm thick.  Using these 
geometries and the resistivities found in [3] and [4] we arrive at the 
currents found in Table 1 for a 600 V bias. 
 The column in Table 1 (85/85/0) is for the condition where the 
front SL glass surface is exposed to 85/85 chamber conditions, but 
the edge seal is hermetic.  Alternatively, the condition 85/85/85 
assumes the edge seal has reached equilibrium with the test chamber 
RH condition.  The row designated "I over wet glass/thru" is 
calculated assuming the front of the glass is wet from rain or dew 
and the sheet resistance is negligible compared to the bulk resistance 
of the glass so that the entire 104 cm2 of the glass is considered as an 
electrical contact at 25 °C and 85 °C. 
 

   C/%RH/%RH / 
   current @ 600V 

85/85/85 
(µA) 

85/85/0
(µA) 

85/0 
(µA) 

25/25 
(µA) 

T. F. Module 
Double Glass 

3.0 
Measured

 0.15 
Measured

0.01 
Measured

xxxxxxxxxxxxxxxxxxxx xxxxxxx xxxxxx xxxxxxxx xxxxxxxx 

I1 over/thru 1st cm glass
(3mm, 400cm, 1cm) 

 
6.3 

 
6.3 

 
3.1 

 
0.025 

I1 over  /thru glass 12 12 3.5 0.025 
I1 over wet glass /thru 200 200 200 2.4 
I2 thru EVA/glass interfa
(1/400Square) 

30 5 5 0.048 

I3 thru EVA edge 
(1mm, 400cm, 1cm) 

0.075 0.024 0.024 0.0005 

 
Table 1.  Cell-to-frame currents measured (top row) and components 
calculated for 600 V between the cells and frame under conditions 
as noted (remaining rows). 
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Fig. 2.  Test specimen with SnO2 contacts and corresponding edge 
delete adhesion test regions along the long sides of SL glass. A, B, 
C, etc. designate differing SnO2-delete or cleaning methods before 
lamination or areas measured after stress. 
 
3. Test Samples 
 Fig. 2 shows the 4" x 8" test substrates patterned so that 
adhesive strengths can be measured along the edges, as described in 
a companion paper, and sheet conductivities can be measured 
between the center stripes. The SnO2 contact gaps used for sheet 
resistance have a 0.01 sq geometry.  Edge delete of AFG SnO2 
coated SL glass is done with 100 PSI air pressure blowing SiO2 
beads.  Fresh 15295P EVA from STR is laminated over the entire 
sample with 1-in wide Madico TPE strips laminated along the long 
edges. The TPE is pulled at 180° to determine the peel strength (ps) 
with failure occurring at the EVA/glass interface.   
 Fig. 3 shows the surface morphology as measured by a surface 
profilometer of 3-mil dia SiO2 bead blast removal of SnO2 from a SL 
glass surface.  The major surface features are about twice as deep 
(40 microns) and twice as wide (800 microns) with 10-mil beads.  
Minor features are about the same size as the SiO2 beads.  The depth 
of the gap between SnO2 contacts is greater than 60 microns. 
 

 
 
Fig. 3. Surface morphology of 3-mil dia SiO2 bead-blast removal of 
SnO2 from a SL glass surface. 
 
4. Conductivity and Adhesion Results 
 After bead-blast deletion of SnO2 and lamination the sheet 
resistances are 1000x larger than the literature value for SL glass 
surfaces [4]. This should be expected, but was not found in an 
earlier study [5].  Though we expected adhesion  to be  
 
 
  

 SL glass 3 mil bead blast 10mil bead blast 
ρ0 (Ω/sq) 8 x 1012 [4] 8 x 1015 16 x 1015 
ps0 (lb/in) 30 30 25 
ρ2hr (Ω/sq)  1 - 10 x 1013 4.3 - 5.7 x 1012 
ρ20hr (Ω/sq)  2.7 - 4.2 x 1012 0.9 - 1.1 x 1012 
ps24hr (lb/in)  10 - 13 11.5 - 12.5 

 

Table 2. Conductivity and adhesion results after lamination and 1 hr 
and 20 hrs after removal from 85/85 chamber stress. 
 
improved on this roughened surface as well, it was not. To achieve 
these results we cleaned the bead blasted glass in an ultra-sonic bath 
of isopropyl alcohol and rinsed thoroughly in DI water before 
lamination. 
 Since there is no protective backsheet, 80 hr of damp heat will 
saturate these samples. Within 2 hr of removal from damp-heat the 
3-mil bead-blast sample sheet resisitivity fell by 72 to 750x 
depending upon which gap was measured while the 10-mil bead-
blasted sample values were down as much as 3700x.  After 20 hrs 
out of damp heat we found even more reduction in sheet resistivity, 
down as much as 3000x for the former and 18000x for the latter.  
Water absorbed by the EVA during damp heat may well be 
collecting at the interface upon removal from damp heat and starting 
the glass corrosion process.   
 Peel strengths are down to 1/3 the starting value. 
 
7. Conclusion 
 We have shown detailed electrical conductivity and adhesion 
results for interface surfaces prepared by a SiO2 bead-blast removal 
of SnO2 from SL glass followed by lamination with EVA.  These 
results simulate one of the mechanical edge delete methods used by 
some PV industries to establish an edge seal on PV modules.  Initial 
resisitvities are 8x1015 ohm/sq and peel strengths up to 30 lbs./in.  
After 80 hr damp heat peel strengths are down by 2/3 and surface 
resistances are down by as much as 18000x.  We believe that glass 
corrosion at the glass/EVA interface is the cause. 
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ABSTRACT 
 

At the March 2001 NCPV workshop on �Moisture 
Ingress and High-Voltage Isolation�, industry participants 
identified several properties associated with PV module 
durability that are critical for commercial success. These 
include interface conductivity, adhesion of encapsulants to 
substrate materials as a function of in-service exposure 
conditions, and moisture permeation through backsheet 
materials as a function of temperature. Electrical data is 
discussed in a companion paper; adhesion and water vapor 
transmission rate (WVTR) measurements are presented 
herein.  
 
1. Introduction 

During service exposure, bonds between encapsulant 
and superstrate/substrate (E-S) materials of PV modules can 
weaken, leading to delamination failure and/or increased 
moisture ingress. We have adapted existing equipment to 
allow 180º peel strength to be measured on samples 
prepared in-house and by industry collaborators. Interface 
adhesion is being characterized for a number of types of 
glass and different substrate treatments; peel strength values 
of 7 N/mm are typical for unweathered better-quality 
samples. Adhesion will be measured for samples as 
prepared and after accelerated and real-world weathering. 

Water transport can induce hydrolytic degradation of 
the PV device. A new instrument has been procured and 
activated to allow us to make WVTR measurements on a 
number of new backsheet materials of interest to industry as 
well as a number of other commercial and experimental 
backsheets. Samples prepared at NREL having the 
construction: oxide or nitride coating / polyester film have 
demonstrated very low WVTRs (~0.2 g/m2-d). Alternate 
deposition processes are being explored to produce 
economically feasible barrier coatings.  
 
2. Adhesion Measurements 

A practical and reliable measure of adhesion is needed 
that allows comparisons between different E-S 
combinations as a function of accelerated and in-use stress 
exposure. We have chosen 180º peel strength because it is 
straightforward to measure as a function of temperature, 
provides a measurable quantity that is related to the 
adhesive properties of the E-S bond, and is widely accepted 
by many industry partners. An Instron 5500R mechanical 
testing instrument is used to measure the peel strength 
between candidate E-S materials. For rigid substrate 
materials (such as glass), peel strength at 180º is measured 
as per a modified ASTM 903. To measure adhesion to 
flexible backsheet materials, two layers are bonded together 
and an 180º T-peel test is used as prescribed by ASTM 

1876. Candidate samples have the construction: Superstrate 
/ Encapsulant / Backsheet; samples are prepared using an 
Astropower, Inc. model LM-404 solar module vacuum 
laminator that replicates the procedure used by industry to 
manufacture commercial modules. Industry partners also 
provide samples. 

In contrast to peel strength, measurement of the 
interfacial adhesion is complicated. For a given constant 
stress (σ) such as that experienced during mechanical peel 
tests, viscoelastic materials (e.g., polymer films) exhibit 
permanent deformation (time dependent strain, ε, or creep). 
Therefore, the peel shape (and consequent measured peel 
strength) will depend upon the time available for relaxation 
of the modulus (Y=σ/ε), or equivalently, the pull rate. From 
energy balance considerations the measured peel strength 
(p) is a function of interfacial adhesion (γ) and viscoelastic 
dissipation of energy within the bulk of the polymeric layer 
(ψv) as [1]: 

 
φ

ψγ
cos1

p
−

−
= v  (1) 

where φ is the peel angle. 
The viscoelastic effect is demonstrated in Fig 1 where 

the measured room temperature creep of a Tedlar/PET/EVA 
(TPE, where PET is polyethylene terephthalate) film is 
shown as a function of applied stress. The applied stress 
levels correspond to a range of peel strength values (5-7 
N/mm) typical for unweathered TPE/EVA/Glass samples. 
Fig 2 presents measured peel strengths as a function of pull 
rate along the length of a test sample. Peel strength was 
measured at various pull rates over ∼10-15 mm lengths (∆ℓ) 

along a test sample. As can be seen from Fig 1, there is little 
creep for times less than 10 seconds; this corresponds to pull 
rates greater than about 100 mm/min over ∆ℓ. From Fig 2, 
the measured peel strengths are fairly constant over this 
range. At values less than 100 mm/min the peel strengths 
generally decrease with pull rate as is expected from Eq 1. 
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Fig 1. Room temperature creep of TPE film as a 
function of applied stress (σ). 
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3. WVTR Measurements 

Some thin-film PV devices have difficulty passing the 
damp heat qualification test (85% relative humidity at 85 ºC 
for 1000 hours, as per IEEE 1262). Moisture ingress is the 
generally accepted mode of failure. As shown in Fig 3, 

moisture ingress can occur along the edges (either along 
interfaces or though the edge seal/encapsulant) or through 
the backsheet material, typically a polymer laminate. For 
glass/EVA/polymer film constructions, initial experiments 
suggest that moisture ingress occurs primarily through the 
backsheet. WVTR is a measure of a barrier�s capacity to 
restrict moisture ingress.   It is important to determine the 
correlation between WVTR and the ability of a device to 
survive the damp heat test. NREL uses a Mocon Permatran-
W 3/31 instrument to measure WVTR of candidate 
backsheet material constructions as per ASTM F1249. 
Measurements to date have been made at 20ºC / 85% 
relative humidity (RH) and at 38.7ºC / 85% RH. We are 
working to extend our capabilities to allow routine 
measurements to be made at 85ºC / 85% RH. 

Barrier-layer constructions have been extensively 
investigated by the food packaging industry [2]. For this 
application, such materials must have WVTR values ≤ 1 
g/m2-d at ambient levels of temperature and RH. An 
additional requirement that the films be transparent can be 
relaxed for backsheet barriers, thus allowing a greater 
variety of candidate coating materials. In some situations, 
controlled breathable barrier constructions arise, but thin 
film devices will require backsheets that provide near 
hermetic seals. 

WVTR measurements are very sensitive to temperature 
and RH conditions. For uncoated 0.1-mm thick PET film 
the measured WVTRs are 1.2 g/m2-d at 20ºC/85% RH and 
3.4 g/m2-d at 38.7ºC/85% RH. However, at 85ºC/100% RH 
the measured (at Mocon, Inc.) WVTR is 81.1 g/m2-d. This 
corresponds to an activation energy of 0.6 eV, which is 
quite high and must be significantly reduced to allow 
adequate performance at elevated temperatures. 

To impede moisture ingress, we are focusing our efforts 
on low temperature deposition of inorganic thin films on 
polymeric substrates by sputtering and evaporation. Oxide 
thin films of aluminum, silicon, titanium, and boron have 
been deposited onto PET substrates using pulsed DC 
magnetron sputtering and/or electron beam evaporation with 
and without a pulsed bias assist. Nitride and/or oxynitride 
films of aluminum and silicon have also been prepared by 
these same techniques.  Initial results show that films 
deposited by pulsed DC magnetron sputtering have a lower 
water vapor transmission rate at 37.8ºC than films produced 
by electron beam evaporation by a factor of 2-30. Also, 
these films can have water vapor transmission rates lower 
than what is required by the food packaging industry by a 
factor of 8. Further improvements may be achieved by 
optimizing stoichiometry and surface treatments. We are 
investigating the possibility of alleviating problems 
encountered by the use of reactive pulsed DC magnetron 
sputtering (arc events that produce defects) through the use 
of either radio frequency sputtering or by the application of 
a radio frequency bias to the substrate. The UV stability of 
the adhesive bond between encapsulants and coated 
backsheets must also be explored. 
 
4. Conclusions 

We have established a protocol for characterizing the 
adhesion of E-S samples that is capable of measuring the 
initial peel strength of the best commercially available 
constructions. This procedure can also be used to track 
changes in adhesion with exposure. We have developed a 
capability to measure WVTR rate at elevated exposure 
conditions and have also shown promising early results in 
candidate backsheet material construction preparation.  
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Figure 2. Peel strength as a function of pull rate along 
length of sample for TPE/EVA/Glass. 
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ABSTRACT 
 
 Six polycrystalline silicon photovoltaic modules—two 
apiece from three manufacturers—were simultaneously 
deployed outdoors on the performance and energy ratings 
testbed at NREL’s Outdoor Test Facility (OTF) in June 
2000. In situ electrical performance and energy production 
from these modules obtained under ambient conditions in 
the field between June 2000 and August 2001 are compared. 
The average effective efficiency—derived from module 
energy out divided by solar energy in calculations averaged 
on a weekly basis—is analyzed and compared with module 
current-voltage measurements performed at standard 
reporting conditions (SRC). The effective efficiencies 
exhibit seasonal variations correlated with average module 
temperatures—becoming larger at colder temperatures. The 
performance ratios (PRs) defined as the effective efficiency 
divided by the efficiency at SRC, range from 78% to 96%, 
depending on the module and time of the year. The PRs 
exhibit seasonal variations that range from 11% to 15%. 
 
1. Introduction 
 Photovoltaic (PV) modules are rated by their current-
voltage (I-V) characteristics measured at SRC. Yet, because 
operating conditions typically encountered in the field rarely 
emulate SRC, module performance in the field must be 
either explicitly modeled or measured. In this paper, the 
actual electrical performance data of polycrystalline-silicon 
(poly-c-Si) PV modules measured in situ are featured and 
compared. Module energy production, effective efficiency 
(ηEFF) and performance ratio (PR) are derived on a weekly 
basis. The ηEFF is analyzed because it represents module 
energy output (EOUT) divided by the incident solar 
insolation. The PR—defined as the ηEFF divided by the 
efficiency measured at SRC (ηSRC)—denotes how much of 
the ηSRC may be realized under typical field conditions. 
Temperature coefficients derived for the EOUT of the 
modules are also presented. They are likely to differ from 
canonical coefficients due to incorporation of varying light 
intensities and spectral content thereof in their derivation. 
 
2. Experimental 
 Six poly-c-Si PV modules, each nominally rated as 40- 
to 50-watt (W) units, two apiece from three separate 
manufacturers, are studied—denoted X, Y, Z. Each module 
consists of 36 individual poly-c-Si cells interconnected in 
series, ranging between 0.32 m2 and 0.43 m2 in aperture 
areas. Prior to deployment, module I-V characteristics were 
measured at SRC both indoors and outdoors. For all six 
modules, the ηSRC data ranged between 10.7% and 11.5%.  

 
 The six modules were deployed simultaneously in June 
of 2000 on the performance and energy ratings testbed 
(PERT), onto an open-air steel structure situated on the roof 
of the OTF. These are erected at fixed tilt—corresponding 
to the latitude for the site, 40° with respect to horizontal—
facing due south ±2° and grouped closely together. These 
are electrically connected to data acquisition systems that 
monitor their I-V characteristics or otherwise actively keep 
them loaded constantly at their respective peak-power-point 
voltage and current. It is the peak-power-point tracking data 
that are featured in this paper. Measurements of module and 
ambient temperatures, and irradiance are also available from 
PERT data. More details concerning the PERT may be 
found in the literature [1, 2].  
 
 Basic module performance statistics were calculated on 
a weekly basis: daily average module EOUT and insolation, 
module and ambient temperatures, and effective efficiency. 
Module EOUT and insolation are derived, respectively, by 
integration of the average module power and irradiance 
versus time profiles. The ηEFF is taken as the quotient of 
module EOUT divided by product of insolation times module 
area. All data taken between June 2000 and Aug. 2001 are 
analyzed with some exceptions: Aug.–Sep. 2000 due to 
PERT system downtime, and full or part snow days. 
 
3. Results 
 Fig. 1 depicts daily EOUT—average over both modules 
from each manufacturer—plotted against insolation, 
calculated weekly. At our locale in Golden, CO, the average 
insolation incident at latitude tilt, computed throughout the 
year is ~5.3 kilowatt-hours per square meter per diem (kW-
hrs/m2/day), with a variance of ~43%. The corresponding 
daily average EOUT for module types X, Y, Z are 171.3, 
207.8, 175.1 W-hr/day, respectively, throughout the year; 
percent-wise, the corresponding variances in the data scale 
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Fig. 1. Average poly-c-Si daily EOUT versus daily insolation 
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nearly identically to that of the insolation. Added variations 
of EOUT occur at similar values of insolation due primarily to 
temperature and spectral effects, amounting to ~10% (±5%).  
 
 This added 10% scatter is better examined by removing 
variations in light intensity from the data and analyzing 
ηEFF, which exhibit strong dependence with module 
temperature (TM). Fig. 2 portrays ηEFF plotted against TM—
daily averages computed weekly over both modules of each 
three types. The ηEFF of module types Y and Z vary between 
8.5% and 10.1%, while those of type X fluctuate between 
9.4% and 11%, as the mean TM change, respectively, from 
40°C down to 12°C. This temperature dependence may be 
quantified by least-squares fitting of the ηEFF data against 
TM. Although the specifics vary between the three module 
types, the slopes resulting from this analysis yield similar 
temperature coefficients varying between –0.046 and –0.049 
absolute-% per °C. The squares of the linear correlation 
coefficients of the regression reveal that 77% to 79% of the 
variations in ηEFF are correlated with variations in TM.  
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Fig. 2. Average poly-c-Si ηEFF  against module temperature  
 
Fig. 3 depicts the average PRs (ηEFF/ηSRC) for the three 
module types along the left-hand abscissa plotted against 
time along the ordinate. Also plotted and read along the 
right-hand abscissa are the concurrent average daytime air 
temperatures. The vertical gridlines and tick-marks along 
the ordinate axis correspond to the first days of each month. 
The PRs achieve their highest values in winter and vice 
versa—exposing largely seasonal temperature effects—
fluctuating between 78% and 93% for module types Y and 
Z, and ranging 82%–96% for module type X. Seasonal 
variations in performance range between 11% and 15%.  
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Fig. 3. Average poly-c-Si PRs and air temperatures vs. time 

 The output for each module type may be expressed by 
the product of insolation times a linear expression in TM, as 
per Eq. 1: where E is the insolation in kW-hrs/m2; EOUT 
units are in W-hrs; and the coefficients ε0 and ε1 represent, 
respectively, the intercept and linear temperature-dependent 
terms. A synopsis of the coefficients for EOUT for each 
module type is summarized in Table I. These coefficients 
are derived from the product of the regression of ηEFF versus 
TM data shown in Fig. 2, times respective module areas. For 
example, module type X at average TM = 0°C and for every 
1 kW-hr/m2 of insolation: one obtains ~36.4 W-hrs output 
energy, regardless of whether that insolation accumulates 
during the course of a day or in several hours; and for every 
10°C temperature rise above 0°C, this output declines by 1.6 
W-hrs. Both the example output and temperature derating 
are proportional to the actual insolation incident on module 
surface, regardless of the specific angle of tilt chosen for 
deployment. The values tabulated under the columns labeled 
“Error” represent one standard deviation in their respective 
derived coefficients. 
 

( ) )1(}hrs/mkW{hrs}W{ 2
10 −⋅⋅+=− ETE MOUT εε  

 
Table I. Coefficients and standard errors relating module 
EOUT to incident insolation and average module temperature 

εεεε0 0 0 0 (W-hr per kW-hr/m2) εεεε1111 (W-hr/°C per kW-hr/m2) Module 
Type  Coefficient Error Coefficient  Error 

X 36.41 0.31 -0.16 0.01 
Y 44.14 0.41 -0.20 0.01 
Z 37.60 0.36 -0.18 0.01 

 
4. Analysis and Conclusions 
 The energy production capacities of six poly-c-Si PV 
modules from three manufacturers were measured under 
actual ambient conditions over the course of a year. Energy 
production was formulated by the product of the incident 
insolation times an expression characterized by a constant 
plus a linear temperature-dependent term. Values for the 
coefficients were derived and tabulated for all three module 
types. Using our locale as example, in the course of a year, 
at fixed latitude tilt, we get 5.3 kW-hr/m2/day insolation, 
and all three module types obtain 26.5°±0.5°C average 
temperature. The yearly EOUT anticipated from types X, Y, 
and Z is, respectively, 62.4, 75.3, and 63.7 kW-hrs apiece—
standard variance of ±2% for all three types. Expressing the 
output energy as per Eq. 1 has reduced the variance from 
about ±5% to ±2% by accounting for temperature effects. 
Spectral effects may account for the remaining variance. 
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ABSTRACT 

 
   This paper describes the latest version of PVWATTS and 
how its spatial resolution was improved by a factor of 25 by 
using a high-resolution (e.g., 40-km by 40-km cells) 
spatially uniform grid of meteorological input data. Like its 
predecessor, version 2 is Internet accessible. The user 
selects a grid cell containing the desired location from an 
electronic map, thereby initiating a selection by PVWATTS 
v.2 of the nearest TMY2 station that is climatically similar, 
followed by an hourly performance simulation for the 
TMY2 station. Performance is translated back to the 
selected grid cell based on differences in solar radiation and 
temperature using previously determined data grid sets of 
monthly solar radiation and maximum daily temperature.  
 
1. Introduction 
   The original PVWATTS [1] is an Internet-accessible 
simulation tool for providing quick estimates of the 
electrical energy produced by a grid-connected crystalline 
silicon photovoltaic (PV) system for any of 239 locations. 
These locations correspond to the 239-station Typical 
Meteorological Year (TMY2) database [2] for the United 
States and its territories. Users select a location from a 
station map and set PV system parameters, or select default 
values, and PVWATTS performs an hour-by-hour 
simulation that provides monthly and annual alternating 
current (AC) energy production in kilowatts and energy 
value in dollars. System parameters that may be specified 
include size (AC rating for Standard Reporting Conditions), 
local electric costs, PV array type (fixed or tracking), PV 
array tilt angle, and PV array azimuth angle. The 
performance model used by PVWATTS is based on Sandia 
National Laboratories’ PVFORM [3], but with fewer 
allowed specified inputs. 
 
   Before the release of version 2, if the desired location was 
between TMY2 stations, the PVWATTS user needed to 
choose between two or more stations based on which station 
they judged to be climatically similar, or in some cases, the 
nearest. In these instances, PVWATTS v.2 provides better 
performance estimates by the use of 40-km resolution data 
grid values of monthly solar radiation and maximum daily 
temperature to translate performance from a nearby TMY2 
station to the desired grid cell. This paper explains the 
method of translation and describes the gridded data sets.  
 
2. Gridded Data Sets 
   Performance is translated using 40-km resolution gridded 
data sets of monthly global horizontal, direct normal, and 

diffuse horizontal solar radiation; monthly average daily 
maximum dry bulb temperatures; and monthly average 
surface albedo. The 40-km grid resolution is based on the 
resolution of the cloud cover information used to model [4] 
the monthly solar radiation values. The cloud cover 
information is from the Real-Time Nephanalysis (RTNEPH) 
database originated by the Air Force Global Weather Center 
at Offutt Air Force Base, Nebraska. For compatibility, the 
same grid resolution was used when establishing data sets of 
surface albedo, daily maximum dry bulb temperature, and 
residential electric rates. Surface albedo data is from the 
Canadian Center for Remote Sensing; daily maximum dry 
bulb temperatures from the National Climatic Data Center; 
and 1999 residential electric rates from data compiled for 
utility service territories by RDI/FT Energy.  
 
3. PV Performance Translation 
   The performance translation accounts for differences in 
solar radiation and dry bulb temperature between the TMY2 
station and the desired data grid cell. Other factors, such as 
the influence of wind speed on PV module temperature and 
changes in inverter efficiency with power were not included 
in the corrections because they were assumed small when 
compared to the other corrections. The translation is based 
on the equation in PVWATTS that calculates DC power. 
The zero subscripts denote Standard Reporting Conditions. 
 

( )[ ]00 1
1000

TTPmpEPmp −⋅+⋅⋅= γ                                  (1) 

 
Where: 
 
Pmp =  maximum power, W 
E =  plane-of-array (POA) irradiance, W/m2 
γ = Pmp correction factor for temperature = -0.005°C-1 
T =  PV module temperature, °C 
  
   The translation accounts for changes in E and T between 
the reference TMY2 station and the data grid cell. The 
monthly POA irradiance for the data grid cell, Edg, is 
determined by equation 2 as the sum of the direct beam, 
diffuse sky, and ground-reflected radiation components, 
which are scaled based on ratios of monthly direct, diffuse, 
and global radiation. Values for data grid cells are denoted 
by the subscript dg and for reference TMY2 stations by the 
subscript TMY. 
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Where: 
 
DN = Monthly direct normal radiation  
DF = Monthly diffuse horizontal radiation  
GH = Monthly global horizontal radiation 
ALB = Monthly albedo 
ETMYdn = Monthly direct beam component of POA  
ETMYsky = Monthly diffuse sky component of POA 
ETMYrefl = Monthly ground reflected component of POA  
 
   The monthly AC energy production, ACdg, for the data 
grid cell is then determined as: 
 

( )[ ] TMYTMYdg
TMY

dg
dg ACTT

E
E

AC ⋅−⋅+⋅= γ1                       (3)                                  

 
Where: 
 
ETMY = ETMYdn + ETMYsky + ETMYrefl 
Tdg = Monthly average daily maximum dry bulb  
    temperature for data grid cell 
TTMY = Monthly average daily maximum dry bulb  
    temperature for reference TMY2 site 
ACTMY = Monthly AC energy production calculated for  
    reference TMY2 site 
 
   To test the method, TMY2 data for one location were used 
to estimate the performance at another TMY2 location. 
First, TMY2 data were used to model monthly AC energy. 
These energy values are termed modeled. Next, the modeled 
values were translated to an adjacent TMY2 station location 
using equations 2 and 3. These energy values are termed 
translated. To evaluate the translation accuracy, the 
translated energy was compared to the station’s own 
modeled energy. For a south-facing PV array at 40° tilt, the 
95% confidence interval for the translation method is ±4.1% 
for monthly values and ±2.4% for yearly values.  
 
   Compared to simply using modeled energy from the 
nearest TMY2 station, the translation method decreased the 
confidence interval by a factor of four. For east- and west- 
facing PV arrays, the confidence intervals are increased 
somewhat because the translation does not directly account 
for differences in the ratio of morning to afternoon 
cloudiness between two locations. Assigning a reference 
TMY2 station to a grid cell that has similar diurnal 
cloudiness patterns minimizes this effect. Compared to 
long-term performance over many years, the PVWATTS 
calculations have an overall accuracy to within 10% to 12%. 

4. Example Results 
   To run PVWATTS v.2, users point their browser to 
http://rredc.nrel.gov/solar/codes_algs/PVWATTS/version2 
and follow the on-line instructions. From an electronic map, 
the user selects the grid cell containing the desired location. 
Next, the user specifies system parameters, or accepts the 
default values, and clicks the calculate button to initiate the 
performance simulation. Figure 1 is an example of the 
HTML form that displays the results on the user’s computer 
showing monthly and annual AC energy production (kWh) 
and energy value ($). 

 
Fig 1. An example of PVWATTS v.2 output data displayed 
on a user’s computer. 
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ABSTRACT 
We describe proposed revisions to current reference 
standard spectral distributions used to evaluate photovoltaic 
device performance and durability of materials. 
Improvements in broadband outdoor radiometer calibrations 
reduce uncertainties in broadband radiometer calibrations. 
We report a method to quantify the rate of change of 
broadband radiometer responsivities as a function of 
integrated exposure to irradiance and thermal energy. The 
results of applying a vector of calibration factors or 
responsivities to field data to remove zenith-angle 
dependent errors in global solar radiation measurements are 
shown. We report on the relative sensitivity of radiometers 
to daily versus biweekly cleaning  
 
1. Proposed Revisions to Spectral Irradiance Standards 
 
We have compared existing consensus standard spectral 
irradiance distributions [1-3] with measured spectra, and 
prepared a critical review [4] of  the results and the needs of 
the photovoltaic (PV) and materials-degradation community 
for updated reference spectral distributions.  
 
A moderately complex spectral model, SMARTS2 [5], is 
being used along with the complex MODTRAN [6] spectral 
model to develop and validate proposed revised reference 
spectra.  Working with the American Society of Testing and 
Materials  (ASTM) subcommittee G03.09 on Radiometry, 
we proposed the preliminary direct, global, and ultraviolet 
spectra shown in Figures 1-3.  

Fig. 1.  Proposed typical, or “average,” and clear sky (“high”) global 
reference spectral distributions developed from SMARTS2 and 
MODTRAN spectral models. 
 

Fig. 2. Proposed typical, or “average,” and clear sky (“high”) direct normal 
reference spectral distributions derived from SMARTS2 and MODTRAN 
models. 

Fig. 3. Proposed typical, or “average,” and absolute maximum ultraviolet 
global spectral distributions derived from SMARTS2 and MODTRAN 
models. 
 
We intend to make the SMARTS2 model available as an 
adjunct standard to the revised spectral standards. This will 
allow users to (1) reproduce the spectra at will, and (2) 
produce test spectra for different atmospheric conditions for 
performance comparisons and analysis.  
 
2. Broadband Radiometer Calibration Improvements 
 
We have updated the radiometer calibration and 
characterization (RCC) software used for broadband 
radiometer calibrations at NREL [7]. Improvements include 
a new graphical user interface and integrated calibration 
history database and reporting functionality.  The new RCC 
processes responsivity data based on more accurate diffuse 
reference irradiance measurements and zenith-angle 
information. The resulting uncertainty in the new RCC 
responsivity results are about half of the older version, as 
seen in Figure 4. 
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Fig. 4.  Comparison of percent total uncertainty in NREL RCC 
responsivities versus zenith angle for older (top curve) and new (bottom 
curve) radiometer calibration procedures. 
 
3. Pyranometer Degradation and Cosine Corrections 
 
We modeled the degradation of pyranometer responsivities 
as a function of cumulative irradiance and thermal exposure 
[8] with multilinear regressions of cumulative changes in 
responsivity versus cumulative irradiance (megaJoules) and 
temperature (cumulative degree-days, base 0°C). Four years 
of radiometer calibrations for pyranometers in the Kingdom 
of Saudi Arabia 12-station solar monitoring network were 
used. Figure 5 shows the correlation between predicted and 
measured responsivity degradation is better than 0.92. 
 
 
 
 

 
 
 
 
Fig. 5. Model versus measured pyranometer responsivity 
degradation with cumulative irradiance and temperature. 
 
RCC-generated pyranometer responsivity functions for the 
Saudi monitoring network station at the Solar Village, just 
outside Riyadh, were used to correct global solar radiation 
data for zenith-angle errors in the individual radiometers[9]. 
Table 1 shows  2% errors at high zenith angles, and 1% 
errors at small zenith angles accounted for.  
Using a single pyranometer responsivity for zenith-angle 
45° produces a 0.1% error in annual total solar radiation. 

TABLE 1: EFFECTS OF ZENITH-ANGLE CORRECTIONS ON 
GLOBAL IRRADIANCE 

Average Irradiance (W/m2) Zenith angle 
bin Original Corrected 

% change 

0-9 1006 996 -1.0 
9-18 962 954 -0.8 

18-27 900 894 -0.7 
27-36 816 814 -0.2 
36-45 702 702 0.0 
45-54 585 589 0.7 
54-63 436 441 1.1 
63-72 284 288 1.4 
72-81 141 144 2.1 
81-90 54 55 1.9 

Total (kWh) 3089606 3092756 0.1 
 
4.  Pyranometer-Cleaning Study 
 
Pyranometers and pyrheliometers are cleaned every 2 weeks 
at 25 sites in the Atmospheric Radiation Measurement 
(ARM) program. A control site is cleaned every day.  The 
mean change in irradiance before and after cleaning for two 
years of one-minute global and direct irradiance data are 
shown in Table 2. We also show mean and standard 
deviation of the time rate of change for clear sky 
irradiances; i.e., maximum rates of change. 

 
TABLE 2. MEAN GLOBAL AND DIRECT 

IRRADIANCE CHANGES DUE TO CLEANING 
 25 Pyran Ctrl  Pyran 25  NIP Ctrl  NIP 

Mean Delta 
W/m² 

0.94 0.34 4.5 3.0 

Mean dI/dT 
W/m²/min 

0.65 
± 4.5 

 2.30 
± 11.9 

 

Radiometers cleaned on a biweekly and daily basis show 
irradiance differences slightly greater than the mean rate of 
change of irradiance for one-minute clear sky data.  
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ABSTRACT  
 

New automated systems are being developed at Spire 
Corporation for photovoltaic module manufacturing, under 
the National Renewable Energy Laboratory’s Photovoltaic 
Manufacturing Technology (PVMaT) project.  These 
systems address the module assembly and testing processes 
done after lamination, including edge trimming, edge 
sealing, framing, junction box installation, and testing.  The 
systems are designed to process both thin-film and 
crystalline-cell modules. 

Currently, module manufacturers use little or no 
automation for the assembly tasks performed after 
lamination.  As the PV industry grows and production levels 
increase, the use of automated systems will reduce labor 
costs, improve product quality, and increase throughput.  In 
addition, repetitive stress injuries may be avoided by 
eliminating manual product lifting and edge trimming 
operations. 
 
1. Introduction 

Full-scale prototype production systems are being 
developed for processing modules up to 102 cm by 162 cm.  
Five automated systems are under development: a laminate 
edge trimmer, a laminate edge sealer/framer, a junction box 
installer, a module performance and safety tester, and a 
module storage buffer.  Three of these, the trimmer, tester, 
and buffer, were recently designed, fabricated, and 
demonstrated.  The two remaining systems, the edge sealer/ 
framer and the junction box installer, are now in the design 
and build phase.  Once complete, these systems may be 
combined to form an automated module assembly and 
testing line.  The throughput goal is one module per minute, 
equivalent to 9.3 MW/year of 75 W modules on a one-shift 
(40 hour/week) basis. 

All of the systems are designed with motor-driven roller 
conveyors for automated material loading and unloading, 
and incorporate a standard handshake protocol for passing 
product from one process to the next [1].  Each system has a 
two-axis aligner to position the laminate or module for 
processing.   

 
2. Laminate Edge Trimming 

The laminate edge trimming system, shown in Figure 1, 
removes excess encapsulant and back sheet material from 
the edges of a module after lamination.  The module is 
aligned, transported into the trimming system, and lifted 
above the conveyor to provide access to the module edges.  
Two fiber optic sensors mounted on a four-axis Cartesian 
robot locate the glass edges by scanning across each corner 
of the module.  Robot position data is captured when the 

sensors see a change in reflectance at the glass edges.  This 
data determines the path of a hot knife, also mounted on the 
robot arm, which trims the excess material around the 
perimeter of the module. 
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Fig 1.  SPI-TRIMTM 350 module edge trimmer. 
 
3. Module Edge Sealing and Framing 

The module edge sealer/framer installs frames on 
trimmed module laminates, using corner keys to fasten the 
frame sections together and hot-melt sealant to provide a 
cushion and adhesion between the module glass sheet and 
the metal frame.  The system is shown during assembly in 
Figure 2. 
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Fig 2. SPI-FRAMETM 350 module edge sealer and framer 
during assembly.  The frame press and robot end-
effector are located in the main section at rear. 

Input conveyor 
and aligner Control PC

Robot x axis 

Robot end-
effector 

Robot z, θ axes 
Robot y axis

Short frame 
feeder 

Long frame 
feeder 

Key press
Robot x axis

Robot z, θ axesRobot y axis 

Sealant pump 

Laminate 

147



A module aligner and lift system, similar to those used 
in the edge trimmer, position a module laminate in a two-
axis frame press above a conveyor.  Frame feeders dispense 
long and short frame sections from stacks and place them on 
a carriage.  Corner key feeders dispense L-shaped keys that 
are automatically pressed into both ends of the short frame 
sections.  Sealant dispensers inject hot melt sealant into a 
channel in each frame section as the sections are driven past 
the dispensers by the carriage.  A four-axis Cartesian robot 
with mechanical grippers picks up two frame sections from 
each frame carriage and transports them to the frame press.  
The frame press immediately pushes the frame sections onto 
the edges of a module laminate before the sealant cools. The 
corner keys in the short frame sections are driven into the 
long sections to make a mechanically solid frame 
connection. 

 
4. Junction Box Installation 

The junction box installer uses a flexible workstation 
approach to handle a variety of tasks required to attach and 
seal a junction box to a module’s back surface.  The design 
is shown in Figure 3.  A four-axis SCARA robot with a tool 
changer selects from three different end-effectors (tools) to 
lift and bend metal ribbon output leads to an upright 
position, clean the junction box area with alcohol, dispense 
sealant in a pattern to match the junction box, and place a 
junction box with controlled force on the sealant. 
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Fig 3.  SPI-BOXERTM 350 junction box installer. 
 

Two junction box feeders dispense boxes from stacks to 
nests for pick up by the robot.  Silicone sealant is pumped 
from a 19-liter pail through a tethered line to a dispensing 
valve and nozzle on the end-effector. 
 
5. Module Performance and Safety Testing 

The module tester performs an electrical isolation (hi-
pot) test, a ground continuity test, and an electrical 
performance test (I-V measurement with a solar simulator).  

The equipment, shown in Figure 4, also includes automation 
for transporting, aligning, and probing modules.  Detailed 
results of tester evaluations were reported previously [2].  A 
production rate of 52 seconds per module was achieved, 
equivalent to 9.7 MW of 75 W modules per year on a single 
shift basis. 
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Fig 4.  SPI-MODULE QATM 350 integrated module tester. 
 
6. Module Buffering 

The module storage buffer system, shown in Figure 5, 
uses a pivoting vacuum pick-up arm to transfer laminates or 
modules between a conveyor and a cart.  The system can 
feed modules from the cart, store them temporarily between 
processes, or accumulate them after processing. 
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Fig 5.  SPI-BUFFERTM 350 buffer storage system. 
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ABSTRACT 
 

    A simple boron (B) reduction process has been developed 
to reduce B to 0.3 ppma for metallurgical grade (MG) 
silicon and <1 ppma for heavily B-doped electronic scrap.  
This simple, direct reduction process is a technical 
breakthrough and a vital step towards solar grade (SoG) 
silicon production.  Solar cells fabricated using refined 
electronic scrap were comparable to cells produced using 
electronic grade silicon feedstock.  
 
1. Introduction 
    In 1999, the photovoltaic (PV) industry became a billion 
dollar industry with the production of over 200 MW of 
modules.  Recently, the industry is growing at an annual rate 
of between 25 and 40 percent[1].  The PV Industry 
Roadmap estimates[2] that with a 25% and 30% growth rate 
between 2000 and 2020 the total worldwide shipments of 
PV modules will be 7 and 15 GW per year, respectively.  
Addressing new electrical generating requirements, for the 
domestic PV industry to provide up to 15% of the new U.S. 
peak electricity generating capacity required by 2020, the 
PV modules requirement will be 30 GW. 
 
    Within the PV industry, crystalline silicon is the most 
developed material and accounts for most of the commercial 
modules used for power generation.  In 2000, 288 MW of 
PV modules were produced worldwide, of which 258 MW 
were crystalline silicon.  The remainder consisted of 
amorphous silicon and thin-film technologies.  One of the 
justifications for thin-film technologies is that the 
conventional crystalline silicon PV modules use a high-cost 
silicon feedstock that is available in limited quantity. 
 
    It is recognized that the purity requirements of silicon 
feedstock for solar cell application are less demanding than 
those for the electronic industry but a lower grade silicon is 
not commercially available.  The lack of availability of low-
cost solar grade (SoG) silicon is the biggest problem that 
can impede the future growth of the PV industry. 
 
    Upgrading metallurgical grade (MG) silicon has been an 
attractive approach, but reducing boron (B) and phosphorus 
(P) to <1 ppma has been a problem.  Several approaches 
have been tried, but none have reached commercialization.  
Refining of commercially available, as-received MG silicon 
in the molten state was carried out using a modified HEM 
furnace[3-5].    B was reduced to  0.3 ppma and P to 7 ppma 
from original levels of 40-60 ppma.  The B reduction 

process was applied to heavily B-doped electronic scrap.  
For the scrap, B levels were reduced to <1 ppma and refined 
material was used as feedstock.  
 
    Development of a simple B-reduction process is a 
technical breakthrough and a vital step towards SoG 
production.  This process applied to electronic scrap will 
immediately make available a new feedstock source for 
another 200 MW per year of module production by the PV 
industry. 
 
2. Boron-Reduction Process 
    To develop cost effective upgrading of MG silicon, it is 
important that minimal steps are used and that the selected 
processes are integrated and compatible with large-scale 
production.  In 1980, a small R&D effort was initiated to 
show feasibility of a simple approach for upgrading MG 
silicon.  It was recognized that directional solidification is 
effective for reduction of most impurities and that only one 
directional solidification step is necessary to segregate 
impurities and minimize costs.  However, B and P have to 
be refined using simple processing in the molten state prior 
to directional solidification.  It was also clear that different 
grinding and leaching steps of purification did not lend 
themselves to a cost-effective approach.  The scenario 
envisioned was to pour molten MG silicon from the arc 
furnace into a refining unit where B and P would be initially 
removed and the refined silicon then directionally solidified.  
To achieve this goal, the B and P refining process had to be 
compatible with the process and facilities of an MG silicon 
production plant.  The R&D work started in 1980 showed 
the feasibility of upgrading MG silicon so that all metallic 
impurities were <1 ppm[6].   
 
    Under a PVMaT program initiated in 1998, systematic 
processes were developed with the same approach of 
refining B and P in the molten MG silicon followed by 
directional solidification[3-5].  A schematic of this approach 
is shown in Figure 1.   
 
    The refining process involved moist gas blowing through 
molten silicon.  After the refining step, the melt was 
directionally solidified.  It was shown that, except for B and 
P, other impurities were reduced to < 0.1 ppma[4].  In an 
effort to show that the B concentration can be reduced to <1 
ppma by refining commercially-available MG silicon,  
refining experiments were carried out.  After the refining 
step the melt was solidified without pursuing a good 
directional solidification.  

149

mailto:chandra@crystalsystems.com


 

 
Figure 1.  A schematic flow diagram of the approach to 
upgrade MG silicon to SoG silicon using HEM. 
 

    The results showed (Figure 2) that using commercially-
available MG silicon the B concentration can be reduced to 
about 0.3 ppma, well below the 1 ppma target for SoG 
silicon.   The P concentration was reduced to about 7 ppma, 
and it will be necessary to reduce it further to <1 ppma.  The 
experimental program has shown that this can be achieved 
using a slagging approach.  In its current state this material 
cannot be used for solar cell application because it is P-rich 
(n-type) and most solar cell processes rely on a p-type (B-
rich) substrate.  For cell processes that can use compensated 
substrates the refining will have to stop earlier so that the 

net difference will be in favor of being B-rich (p-type).  In 
summary, the refining processes developed for B reduction 
are compatible with the MG silicon production practices but 
a more effective P reduction process has to be developed to 
commercialize the direct production of SoG silicon from 
MG silicon for production of high efficiency solar cells. 
 
    Currently, large quantities of silicon scrap from the 
electronic industry are available that cannot be used for PV 
applications because of the very high B content.  The B 
content of this silicon scrap is about 4 to 10 times that in 
MG silicon.  However, aside from its B content, all other 
impurities are below levels required for SoG applications.  
The B reduction process has been used with this heavily B-
doped silicon scrap from the electronic industry and reduced 
it to <1 ppma.  This material has been used as feedstock 
using the Czochralski process and single crystals have been 
grown at NREL. These crystals have been fabricated[7] into 
high efficiency solar cells (13.4% efficiency) comparable to 
cells produced using electronic grade silicon feedstock 
(13.7% efficiency). 
 
    Of all processes for upgrading MG silicon, the B-
reduction process discussed above is the simplest, most 
effective and most compatible with the processes and 
practices in an MG silicon production plant.  It can be easily 
incorporated in an MG silicon plant for large-scale 
production at the lowest cost.  
 
3. Conclusions 
    A low-cost B reduction process has been developed to 
remove B from commercially-available MG silicon and 
from heavily B-doped electronic scrap.  Reducing the B 
concentration to <1 ppma for both types of feedstock is a 
technical breakthrough.  This fundamental problem in the 
production of low-cost SoG silicon has been solved.  It has 
been demonstrated that high-quality solar cells can be 
produced when the material is refined using this process. 
 
4.  References 
[1] PV News, P. Maycock, ed., February 2001. 
[2] U. S. Department of Energy, National Center for 
Photovoltaics, PV Roadmap Workshop, Chicago, IL, June 
22-25, 1999. 
[3]  16th European Photovoltaic Solar Energy Conference, 
Glasgow, Scotland, 2000. 
[4]  C. P. Khattak, et al, Upgrading Metallurgical Grade 
(MG) Silicon for Use as Solar Grade Feedstock, Proc. 28th 
IEEE Photovoltaic Specialists Conference, Anchorage, 
Alaska, 2000. 
[5] C. P. Khattak, et al, A Simple Process to Remove Boron 
from Metallurgical Grade Silicon, Proc.12th Photovoltaic 
Solar Energy Conference, Korea, 2001 (in press). 
[6] C. P. Khattak, et al, Proc. Symp. on Materials and New 
Processing Technologies for Photovoltaics, Proc. Vol. 83-11 
(Electrochemical Soc., NJ, 1983) p. 478. 
[7]  T. Ciszek, et al, Proc. 11th Workshop on Crystalline 
Silicon Solar Cell Materials and Processes, August 2001 
(NREL, Denver, 2001) p. 146. 

Element ppmw ppma Element ppmw ppma 
Li <0.1 <0.40 As 0.16 0.06 
B 0.13 0.34 Sr 0.069 0.02 
F <0.1 <0.15 Y 0.04 0.01 

Na 0.048 0.059 Zr 0.073 0.022
Mg 0.006 0.007 Nb 0.03 0.009
Al 26 27 Mo 0.55 0.16 
Si Major Major Sn <0.05 <0.01 
P 11 10 Sb <0.05 <0.01 
S 0.095 0.083 Ba <0.1 <0.02 
Cl 0.55 0.44 La <0.1 <0.02 
K 0.022 0.016 Ce 0.13 0.03 
Ca 5 3.5 Pr <0.05 <0.01 
Sc <0.1  Nd <0.05 <0.01 
Ti 1.2 0.7 Sm <0.05 <0.01 
V 0.074 0.041 Eu <0.05 <0.01 
Cr 0.27 0.15 Gd <0.05 <0.009 
Mn 0.7 0.4 Tb <0.05 <0.009 
Fe 24 12 Dy <0.05 <0.009 
Co 0.13 0.06 W <0.1 <0.015 
Ni 0.65 0.31 Pb <0.03 <0.004 
Cu 0.11 0.05 Bi <0.01 <0.001 
Zn <0.1 <0.04 Th <0.01 <0.001 
Ge 2.9 1.1 U <0.01 <0.001 

Figure 2.  Impurity Analysis of a sample after refining 
commercially-available MG silicon showing B and P  
at 0.3 and 10 ppma, respectively. 
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ABSTRACT 
 

 This paper reports on the work performed by BP Solar 
under NREL Subcontract #ZAX-8-17647-05. The objective 
of this three year PVMaT program is to continue the 
advancement of PV manufacturing technologies in order to 
design and implement a process which produces 
polycrystalline silicon PV modules that can be sold 
profitably for $2.00 per peak watt or less and which 
increases the production capacity of the Frederick, Maryland 
plant to at least 25 megawatts per year. Progress has been 
achieved in the areas of silicon feedstock development, 
casting, wire sawing, cell processing, faster cure 
encapsulation, handling and measurement and control.  

 
1. Introduction 

 Achieving the overall objectives of the program is 
based on the following components: 

• Developing a solar-grade silicon feedstock. 
• Improving process control in casting. 
• Reducing wire diameter and wafer thickness. 
• Reducing wire saw operating costs. 
• Developing a faster cure encapsulant. 
• Increasing cell efficiency and process robustness. 
• Improving handling and eliminating non-value 

added handling steps. 
• Improving measurement and control throughout 

the production line. 
 

2. Silicon Feedstock 
In this task, BP Solar worked with subcontractor, 

SiNaF Products, Inc. to develop a process to produce 
silicon feedstock from H2SiF6.  The overall process for Si 
production includes generation of the high purity SiF6 gas 
and then its reduction with Na to form Si. 

 
SiNaF successfully developed and demonstrated the 

gas production process, verifying that high purity SiF6 can 
be obtained from both fluosilicic acid, a byproduct of the 
phosphate fertilizer industry, and from chemical interaction 
with spent catalysts from the petroleum industry.  

 
Several silicon reduction experiments were completed 

during the program. These proved that the reaction of SiF6 
gas and Na did produce silicon, although the resultant 
material was contaminated with nitrogen, oxygen and 
carbon, (due to leakage of air into the reaction chamber), 
and with NaF. The production unit must allow the NaF to 
be poured off before it freezes, and for the silicon to 
agglomerate into larger pieces for subsequent use in the 
casting process. 

3.   Casting 
In this effort, BP Solar is improving control of and 

optimizing the casting process.  This will increase the 
process yield (kilograms of silicon out divided by 
kilograms of silicon in) by 3% and improve material 
quality to result in a 1% increase in average cell efficiency.  

 
We first implemented replacement control systems for 

the existing casting stations, which produce 66 kg cast 
ingots.  The new systems provide a much higher level of 
automated control and data acquisition.  The operator 
interface, alarm and troubleshooting functions were all 
improved.  Actual yields in this area increased by 4% 
because of these changes. 

 
In 2000, we worked with an equipment manufacturer to 

establish the ability to cast 240 kg silicon charges with 
better run-to-run control and with silicon quality at least 
equivalent to the 66 kg runs.  In tests at the manufacturer’s 
site, overall yields improved by 6.2%.  Subsequent 
expansion of the Frederick casting operation has begun 
using these stations. 

  
4.  Wire Sawing 

BP Solar has reduced the wire “pitch” (center-to-center 
spacing) from 500 microns to 450 microns with no loss of 
downstream yield.  A planned further reduction to 440-
micron pitch was halted after tests showed significant 
losses in downstream yield due to wafer bowing in the cell 
metallization steps.  

 
We have increased the throughput of several older-

generation saws by 40% after modifying the brick 
mounting structure. 

 
We also introduced prototype slurry and silicon carbide 

recycling systems to significantly reduce the operating cost 
of the saws.  Second-generation production recycling 
systems are now under consideration.  These systems will 
use a non-oil based slurry. 

 
Prototype work with diamond-coated wire lead to the 

purchase of a diamond-wire sizing saw for installation in 
2001. 

 
5.  Cell Processing 

In this task, BP Solar is developing, demonstrating and 
implementing a cost-effective, robust cell process that 
produces a minimum average cell efficiency of 15% and 
improves the cell line electrical yield. 
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  An aluminum paste Back Surface Field (BSF) process 
was successfully implemented in each of the company’s 
screen-print production lines, resulting in a 5% increase in 
average power. 

 
 A PECVD silicon nitride process was developed in 

Frederick and implemented in the Tata BP facility in 
Bangalore, India. PECVD silicon nitride produces cell 
efficiency improvement through the passivating effect of 
the plasma-enhanced process on both surface and bulk 
defects.  Production efficiencies have averaged above 14%. 
All BP Solar screen print plants will be converted to 
PECVD silicon nitride in 2002.   
 

Building on the PECVD silicon nitride process now in 
production in India, we have demonstrated advanced 
process variations capable of producing up to 15.7% 
average efficiency on polycrystalline screen-printed cells.  

 
6.   Faster Cure Encapsulation System 

BP Solar subcontracted to Specialized Technology 
Resources, Inc. (STR) to develop an encapsulation system 
that meets all technical and reliability requirements and can 
be laminated and cured in less than 6 minutes in the 
present BP Solar laminators.  

 
STR developed an EVA formulation that cures in 6 

minutes in BP Solar’s production laminators. Sample 
modules produced with this material were adequately 
cured and have successfully passed all of the requirements 
of IEC 61215 “Crystalline silicon terrestrial photovoltaic 
(PV) modules - Design qualification and type approval”.  

 
The major issue remaining with implementation of this 

material is its manufacturability. Because it cures so 
quickly, STR had trouble extruding it into films. While 
STR will investigate the production process, this will likely 
result in a significant delay in implementation. Meanwhile, 
BP Solar is evaluating a shorter-term solution using a 
material from STR that will cure in 9 minutes. Samples of 
that material are now undergoing testing to IEC 61215. 

 
7. Handling 

In this effort, BP Solar is developing improved product 
and materials handling techniques (including efforts in at 
least three separate areas) to increase line yields by 3% and 
reduce handling labor to save $0.05/watt. BP Solar is 
supported in this effort through a lower-tier subcontract 
with ARRI, the Automation and Robotics Research 
Institute of the University of Texas at Arlington. 

 
A completely new, U-shaped assembly line was 

designed, purchased and installed in the BP Solar plant in 
Frederick.  The new line provides automated handling of 
large modules, starting with tabbed cells and producing a 
fully assembled, tested and packaged product for shipment.  
Labor productivity improved by over 50% relative to the 
existing manual lines, and labor cost was reduced by more 
than the goal of $0.05 per Watt. 

  An automated load unload system was implemented 
on the last expansion using the 66 kg casting stations.  The 
system uses pneumatic cylinders to move the lift table out 
from under the station, makes it easier to service the 
station, and with other improvements reduces the cost by 
approximately $3000 per station.  The system also 
increases operator safety by eliminating any need for the 
operator to reach under the station. 

 
A self-drying back silver paste was developed in 

cooperation with one of our paste vendors.  This eliminates 
the need to dry the partially completed cell between the 
two back printing steps.  A rotary printer was then 
developed in which both back print steps are done on a 
single rotary table, without any cell handling in between 
the prints.  This process eliminated five manual handling 
steps and a furnace in the Frederick manual line.  The new 
process will be included in all future line automation and 
expansion plans. 

 
8.   Measurement and Control 

BP Solar is developing process measurement and 
control procedures for use on the production line 
(including efforts in at least three separate areas) to 
improve yield by 3% and reduce rework by 50%.  ARRI 
also provides support in this area. 

 
A Manufacturing Execution System (MES) was 

installed.  The system provides a wide range of operational 
and process data on local-area web pages.  For example: 
wafer thickness; process coefficient of variation (COV); 
solder joint pull strength; output; and many other 
parameters are tracked in real-time and available through 
the local network.  The system has been used to drive 
process improvement in the wire saw and cell areas.  It is 
being expanded to link each of the manufacturing sites 
worldwide. 

 
ARRI, working with a sensor vendor, has developed a 

prototype wafer crack detection system.  The system can 
successfully identify damaged wafers at any stage in the 
manufacturing process.  Measurement time is well less 
than two seconds, making this design compatible with 
high-speed automation.  Production units are planned as 
part of the automated handling systems being designed for 
deployment in 2002. 

 
Ascor supported BP Solar in the development of 

improved in line monitoring and control of the solder bond 
process.  We will use a high-speed IR sensor along with 
the appropriate data collection hardware to provide a 
“benchmark” measurement of the process.   

 
We have also developed and are implementing a 

physical re-design of the solder head in which the solder 
tips are rotated 90o with respect to their traditional 
alignment.  This reduces process sensitivity and increases 
solder joint footprint. 
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                       ABSTRACT 
 
A three year PVMaT project which ended in 
May, 2001 has resulted in major developments in 
PV module manufacturing technology.  The 
most significant have been in the particular areas 
of silicon ribbon growth and cell processing.  
Extensive engineering and process development 
have been combined and resulted in important 
steps towards the goal of continuous and 
automated PV module manufacturing. Evergreen 
has opened a multi-megawatt factory that has 
incorporated these advances. A number of papers 
and patent  applications have resulted from this 
work. 
 
1. Introduction - Evergreen  Solar is a fully 
integrated manufacturer of  crystalline silicon PV 
modules. Beginning with feedstock silicon,  
ribbon of 8 cm width and 300 microns thickness 
is grown in a continuous process called String 
Ribbon. Then, 120 sq. cm. cells are formed on 
this ribbon and modules are constructed from 
these cells.  In March, 2001, Evergreen moved 
into a factory with a multi-megawatt capacity 
and since then, has been  selling modules based 
on these 120 sq. cm. String Ribbon solar cells.  
All the developments detailed below under this 
PVMaT subcontract have been incorporated into 
this new factory production line.  The principal 
areas where the major developments took place 
were in silicon ribbon growth, cell processing, 
and plant layout and process flow. In the case of 
the latter, joint work with the Fraunhofer Center 
for Manufacturing Innovation at Boston 
University was employed.  To facilitate 
efficiency improvements, NREL provided 
characterization work.  

 
2. Ribbon Growth -  String Ribbon is a method 
for the continuous production of silicon ribbon. 
It is called this because two high temperature 
string materials are used to stabilize the edges of 
the ribbon as it is grown. The strings are brought 
up through small holes in a graphite crucible 
containing a small amount of molten silicon. The 
strings are non-conductive and are left in the 
ribbon when cells are made on the material. 
There is automatic continuous feed and the 
machines are run on a 24/7 schedule. The ribbon  

is grown into 2 m long strips, cut in situ without 
interrupting growth, and then these strips are cut 
with a laser into 8 cm. wide x 15 cm long cell 
blanks. The major effect of leaving the strings in 
the ribbon is the promotion of high angle grain 
boundaries for about 3 mm from the ribbon edge.  
The central portion of the ribbon consists of 
large grains (in some cases with areas > 50sq. 
cm2) and many coherent twin boundaries.  The 
principal lifetime limiting defects are transition 
metal impurities that decorate dislocations.  
Starting lifetimes are usually in the 1-5 
microsecond range.  The as-grown ribbon is p-
type, with bulk resistivity at about 3 ohm-cm. 
  
In crystal growth, advances were made which 
resulted in lower substrate costs, higher yields, 
and lower capital and labor costs.  A new string 
material was developed and implemented and 
this resulted in certain reduced consumables’ 
costs of 40% and significant yield gains. 
Following this development, better control of the 
edge meniscus was achieved.  A completely new 
furnace design was accomplished with a 20 % 
reduction in capital costs and the ability to grow 
wider ribbon and at an increased growth speed 
over our earlier furnace designs. This became the 
standard platform in our new factory.  
Automation included ribbon thickness control 
and laser cutting of String Ribbon strips.  In both 
the ribbon growth area and in the cell area, bar 
coding is being used extensively to be able to 
track as-grown wafers through to module 
manufacturing. 
 
3.Characterization – This was done with 
extensive help from NREL. The substitutional 
carbon level was at about 8 x 1017, interstitial 
oxygen was at barely detectable levels on the 
order of 5 x 1015. Hydrogen passivation works 
quite well on reducing recombination at the 
dislocations. Dislocations are heterogeneously 
distributed across the ribbon width and tend to 
follow the grain growth in the vertical direction.  
Grains which are low in dislocations continue 
this way and vice versa. 
 
4. Advances in cell manufacturing – The 
underlyling theme here was reducing the number 
of processing steps and also reducing the number 
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of handling operations. Significant progess was 
achieved here.  This included the development of 
high-speed printing and drying methods for 
Evergreen’s unique cell making method and the 
design and building of a completely automated 
cell line from the beginning of front contact 
application to the final tabbing of the cells. A so-
called no-etch process whereby substrates from 
crystal growth go directly into p-n junction 
formation and emerge from this sequence 
without the requirement of going in and out of 
plastic carriers for any wet chemical processing 
was developed and is now deployed on the 
production floor.  Instead a specially designed 
and bar coded plastic box is used to transport the 
wafers and cells. 
    
5. Production Cell Efficiencies  - The 
manufacturing process is still undergoing 
optimization and there is every reason to expect 
further efficiency gains in the future.  At present, 
the best cells have been just under 14% -as made 
using our standard production line.  Batch 
averages are lower than this with more typical 
efficiencies in the 12.3 – 12.6 % range. 
 
6. Plant Layout and Process Flow - Utiliizing 
state-of-the-art manufacturing science, the 
Fraunhofer USA Center for Manufacturing 
Innovation at Boston University facilitated 
layout and process flow for the operation of our 
new factory. The new factory has a rectangular 
shape and about 56,000 ft2. in area. Using 
extensive feedback from virtually all the senior 
technical personnel at Evergreen, the Fraunhofer 
group helped us to lay out a production line with 
a very efficient factory flow. At one end of the 
building incoming feedstock silicon is received, 
and at the other end of the building, finished 
modules are shipped out to customers.  
Evergreen now has two standard products based 
on the 120 cm2. cell size, a 50 W and a 100 W 
module.    
 
 
7.Papers and Patents 
                           Papers 
1. R.E. Janoch, A.P. Anselmo, and J.I. Hanoka,  
Automation of the String Ribbon Process., 16th 
NCPV Program Review meeting, March, 2000 
,Denver, CO. 
 
2. J.I. Hanoka, An Overview of Silicon Ribbon 
Growth Technology, PVSEC meeting, Sapporo, 
Japan Sept. 1999, to be published in Solar 
Energy Materials and Solar Cells 

3. R.E. Janoch, R.L. Wallace, A.P. Anselmo, and 
J.I. Hanoka,  Advances in String Ribbon Crystal 
Growth,  9th Workshop on Crystalline Silicon 
Solar Cell Materials and Processes, August, 
1999, Breckenridge, CO 
 
4 .R.E. Janoch, A.P. Anselmo, R.L. Wallace, J. 
Martz, B.E. Lord, and J. I. Hanoka, PVMaT 
Funded Manufacturing Advances in String 
Ribbon Technology, 28th  IEEE PVSC, 
Anchorage, Alaska, Sept 2000 
 
5. A. P. Anselmo, R.L. Wallace, R.E. Janoch, J. 
Martz, and J.I. Hanoka, Automation of the String 
Ribbon Process, 10th Workshop on Crystalline 
Silicon Solar Cell Materials and Processes, 
August, 2000, Copper Mountain, CO. 
 
                           Patents 
-   A patent on edge meniscus control has been 
filed and two others are under preparation. 
 
8. Summary - Evergreen Solar’s new factory 
began operations in the second quarter of 2001.  
A good measure of the significant impact of this 
PVMaT subcontract is that virtually all of the 
manufacturing developments stemming from this 
project have been incorporated in this new 
factory and that we began shipping new products 
based on the 120 cm2 cell size soon after the 
factory start up began. 
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done for us by the Fraunhofer Center. NREL 
characterization work was done by Dr. John 
Webb, Lynn Gavrilas, and Dr. Bushan Sopori.  
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Atmospheric Pressure Iodine Vapor Transport for Thin-Silicon Growth
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Abstract
Randomly oriented or [110]-textured polycrystalline

silicon layers have been grown on foreign and silicon
substrates by iodine vapor transport at atmospheric pressure
with high rates (~3 µm/min) and large grain sizes (~20 µm)
at a moderate temperature of ~900°C.  A gravity trapping
effect coupled with the cold-top vertical reactor
configuration allows use of an open-tube system without
much loss of the volatile gas species and offers high-speed
transport of silicon in the reaction zone at the hot bottom.
High quality epitaxial layers can also be grown on CZ-Si for
electronic applications or on MG-Si substrates for thin-layer
solar cells.

1. Introduction
The atmospheric pressure iodine vapor transport (APIVT)

[1] of silicon is based on a disproportionation reaction [2]
between SiI2 and SiI4.  It is a non-vacuum, open-tube
deposition system technique with potential for continuous
processing, low capital cost, and no need for expensive
effluent treatment.  It has shown to be able to deposit
polycrystalline silicon thin layers on foreign substrates at
high rates (~3 µm/min) and with large grain sizes (~20 µm)
at a moderate temperature of about 900°C.  This is to report
our recent results in advancing the technique for thin silicon
solar cells.

2. Reactor
A vertical quartz tube houses the substrates, Si source,

iodine, and all the resulting silicon iodides. Two heaters
control the source and substrate temperatures independently.
The reactor is maintained cold at the top and hot at the
bottom. The deposition zone can be expanded as required to
accommodate large substrates or to allow a vertical
arrangement of multiple substrates.  A schematic of the
reactor setup is
shown in
Fig.1. The
cloud of iodine
and silicon
iodides trap all
the volitile gas
species
underneath.  A
continuous
hydrogen
purge flow
keeps air from
entering the
system.

Fig 1. Schematic for a two-heater reactor

3. Large grain sizes
The average grain size strongly depends on substrate

temperature.  However, even at only 750°C, the obtained
grain sizes are still on the order of 5 µm (Fig. 2), larger than
those achieved by chlorosilane-CVD processes at 1200°C.
Once the substrate temperature is increased to 950°C, the
grain sizes reach over 20 µm (Fig. 3).

These large grain sizes are believed to be the result of a
relatively small free-energy driving force (and thus a low
density of nucleation), as evidenced by strongly faceted
growth. It is also possible that the reversible nature of the
disproportionation reaction between Si2 and SiI4 etches back
small nuclei caused by any thermal fluctuation.

Fig 2. Poly-Si layer grown at 750°C

Fig 3. Poly-Si layer grown at 950°C

4. Highly [110]-textured and randomly oriented
polycrystalline Si films

APIVT-grown films typically have grains with random
orientations regardless of substrates used. By modifying the
deposition conditions, we obtained highly [110]-oriented
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Fig 2. Poly-Si layer grown at 750°C

Fig 3. Poly-Si layer grown at 950°C

4. Highly [110]-textured and randomly oriented
polycrystalline Si films

APIVT-grown films typically have grains with random
orientations regardless of substrates used. By modifying the
deposition conditions, we obtained highly [110]-oriented
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films.  Fig. 4 shows X-ray diffraction peaks from two
samples, both deposited on high-temperature glass, in
comparison to standard silicon powder peaks.  All the peaks
were normalized to the standard [111] peak.  The solid line
is for a sample that was deposited under normal conditions,
which showed almost random orientations, with slight [110]
texturing.  The dashed line, on the other hand, is a sample
deposited under a different condition, but with similar grain
size and thickness.

Transmission electron microscopic (TEM) observation
indicates that more than 90% of the grains are within about
5° of the <110> axes.  Two of the perfectly [110]-aligned
grains actually allow one to see a high-resolution image of
the grain boundary with dislocation cores (Fig. 5).
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Fig 4. XRD peaks of poly-Si films

Fig 5. HRTEM image of two [110]-oriented grains

5. Epitaxial growth
We obtained high quality epitaxial growth on silicon

substrates when a clean interface is maintained.  This allows
us to obtain high-quality active layers on low-cost
metallurgical-grade silicon substrates for solar cells or
different doping layers on single crystal substrates for
micro-electronic applications.  Epitaxial layers also give us
a measure of the solar cell performance limitations of this
material independent of any grain size effect.  TEM studies
of the layers indicate very low density of crystallographic
defects (such as stacking faults and dislocations) compared
to the underlying substrate.

Two hetero-junction solar cells with a-Si emitters were
fabricated. One was made on a 20-µm thick epitaxial Si

layer grown on a heavily doped single-crystal Si wafer
(~0.0095 Ω-cm). The other was prepared on a CZ-Si control
wafer.  As shown in Fig. 6, the APIVT-grown epitaxial Si
layer demonstrates a thickness-limited 23 mA/cm2 and the
same Voc of the CZ-Si control cell.
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Fig 6. Diagnostic solar cell result. Top: Epitaxial-Si grown
by APIVT; Bottom: CZ-Si control

6. Summary
The APIVT technique produces continuous polycrystalline

silicon layers at high deposition rates (~3 µm/min) with
large grain sizes (~20 µm) at a moderate temperature of
900°C on non-silicon substrates such as mullite, Corning
Vycor  high-temperature glass, or Corning LGA-139  glass
ceramics.  Randomly oriented or highly [110]-textured films
can be obtained.  Epitaxial growth on single-crystal Si
substrates show a very low density of lattice defects and
comparable device performance to CZ-Si.
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ABSTRACT

We are studying the impact of nitrogen doping of FZ
and Cz silicon on the minority carrier lifetime through the
correlation of electrical and structural properties. Minority
carrier lifetime of dislocated FZ Si is measured by laser-
Microwave Photo-Conductance Decay (µPCD) and
correlated with X-Ray Topography (XRT). Identification of
dislocation related traps and their effect on minority carrier
lifetime is carried out using Electron Beam Induced Current
(EBIC) and Deep Level Transient Spectroscopy (DLTS). In
addition, defects in heat treated nitrogen doped Cz Si
wafers were delineated by Wright etching and the extended
defect size distribution was measured by Oxygen
Precipitate Profiler (OPP). SIMS profiles showed a strong
coupling of oxygen with nitrogen.

Preliminary work on a novel process for external
gettering by creating a band of silicon dioxide precipitation
on top of a denuded zone via nitrogen doping is presented.
The precipitate band is unique to N doping and is very
shallow. When etched, it produces a uniform and efficient
texture for light trapping and simultaneously eliminates the
impurity sink, in essence the tailored gettering shallow
region. The minimal specular reflectance reached is ~4%.
1. Introduction

Float zone (FZ) Si ingots grown in NREL are ultra
pure and have the highest minority carrier lifetime [1].
Used for PV, this material can produce the highest
efficiency planar solar cells for normal illumination as well
as high concentration. However, it suffers high yield loss
due to breakage and is expected to cause in-field
performance degradation due to slip dislocations. Breakage
and yield/performance improvements are key issues for
future thin FZ wafers for PV. Therefore, it is necessary to
study the basic mechanisms and interplay between nuclei
and chemical clusters [2], oxygen precipitation and also the
crystal response to the presence of metallic impurities. As a
means to merge the benefits of both FZ and Cz crystals, it
is planned to vary the oxygen content and/or dope FZ Si,
grown in NREL, with nitrogen in order to maintain high
minority carrier lifetime, by reducing carrier recombination
at precipitates, while improving the hardness.
2. Main results

Longitudinally cut slugs from ingots grown at NREL
were examined at NCSU in a non-destructive fashion by
µPCD, see Fig. 1(a), and x-ray topography, see Fig. 1(b).

Fig. 1: (a) µPCD lifetime map
of a dislocated FZ Si slug
H=130 mm, W=28 mm.
(b) XRT of the upper portion.

One can immediately
note that the average
values of 70-80 µs in
the heavily dislocated
areas are in principle,
still quite good for PV
applications. This is
attributed to the fact
that the dislocations
are “clean” in this high
purity FZ crystal and
relatively electrically
inactive. Correlation of
the lifetime variations
in FZ Si with the
dislocation density is
made by EBIC after a
very light defect
decoration with Cu and
Fe, this study will be
detailed elsewhere [3].

Nitrogen doped Cz Si (N-Cz) wafers heat treated for
denuded zone (DZ), with either Lo-Hi or Hi-Lo-Hi
processes, exhibited a shallow defect band, limited to the
first 1-2 µm of the traditional defect free denuded zone [4].
The defect density depth profiles were obtained by Oxygen
Precipitate Profiler (OPP), see Fig. 2(a). The O and N SIMS
profiles, shown in Fig. 2(b), demonstrate a clear coupling of
the O and N in that shallow defect band; such a coupling
goes further beyond the DZ [5]. The fact that it is nitrogen
enhancing the nucleation of near-surface oxygen
precipitation is evident from the SIMS N and O depth
profiles. Although OPP and SIMS measurements were done
on N-Cz Si materials grown in different conditions and the
temperature of the nucleation step (Lo) had a 100 degrees
difference, the defects appear clearly to be due to an
interaction between N and O atoms while diffusing and
clustering in the vicinity of the wafer surface [5].

The near surface defect band, which getters grown-in
impurities, forms upon etching a textured surface that has
very low reflectance. Typical texture produced by a 1 min
preferential Wright etching is shown in Fig. 3(a). The
reflectance, measured by a Filmetrics F20 Reflectometer
with a detection solid angle of ~8°, is given in Fig. 3(b) for
different wafer annealing conditions; i.e. different
precipitate sizes in the near surface zone. A dramatic

(a) (b)
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Fig. 4: Reflectance of N-CZ Si
(111) samples etched for 0.5, 3 and
6 min with KOH. Wafers have
received a prior Lo-Hi treatment.

Fig. 5: Nomarski micrographs of
samples cited in Fig. 4, after KOH
etch for 0.5, 3 and 6 min.

decrease of the in the specular reflectance is obtained
mostly in the green region and extends to the near IR where
the reflectance is reduced by a factor two.
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Fig.2:(a) OPP micro-
defect distributions in
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(b) O and N SIMS
profiles at the surface
of an as grown and
heat treated N-Cz Si
samples by Lo-Hi
process (750C/ X hrs +
1050C/ 16hr) with
X=8, 64 hrs.

A manufacturing compatible process is currently being
studied which would generate a surface micro-structure
suited for junction fabrication. This process consists of two
simple etching steps (i) dense pit nucleation with Wright
etching, a typical highly stress sensitive etching process by
defect decoration, followed by (ii) pit growth using the
highly anisotropic etching in an alkali solution. During the
etching step, the impurity sink layer is removed along with
any undesirable chemical traces from the Wright etching.
Figure 4 provides the reflectance of an N-Cz wafer heat
treated at 750C/8hrs and 1050C/16hrs for different KOH
etching times. Figure 5 shows the structure of pits grown at
O precipitates and SF sites, in connection to the reflectance
curves reported in Fig. 4.
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Fig. 3: (a) Etch pits on a bevel polished sample from a
Lo-Hi annealed (750C/8hrs + 1050C/16hrs) N-CZ wafer.
(b) Specular reflectance at normal incidence of Wright
etched N-CZ Si samples Lo-Hi annealed.

3. Conclusion
Nitrogen doping of FZ silicon is expected to provide a

robust option for improving the mechanical properties of
wafers, while preserving high minority carrier lifetime. In
Cz Si, N doping reduces the strain around the precipitates

thus decreases their
gettering effects. A
near-surface defect
band found in N-Cz
heat treated wafers
can be used
beneficially to
getter grown-in
impurities, to the
wafer surface, and
to simultaneously
obtain a high
quality surface
texture, necessary
for light trapping.

The goal of the
NCSU-NREL joint
project, which is
partly supported by
the SiWEDS [6], is
to improve the FZ
Si material via (i) N
doping, (ii) control
of O concentration
and (iii) engineering
the process induced
extended defects.
Also the integration
of N doping
beneficial features
into a solar cell
fabrication process
will be considered.
Study of external
impurity gettering
via the newly found
N related shallow
defect band and
optimization of the
reflectance are
planned.
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ABSTRACT

A low-cost, manufacturable defect gettering and
passivation treatment, involving simultaneous anneal of a
PECVD SiNx film and a screen-printed Al layer, is found to
improve the lifetime in Si ribbon materials from 1-10 µs to
over 20 µs.  We propose a three-step physical model, based
our results, in which defect passivation is governed by the
release of hydrogen from the SiNx film due to annealing, the
generation of vacancies during Al-Si alloying, and the
retention of hydrogen at defect sites due to rapid cooling.
Enhanced hydrogenation and rapid heating and cooling
resulted in screen-printed Si ribbon cell efficiencies
approaching 15%.

1.  Introduction
Although the low-cost growth of Si ribbon samples

makes them attractive for photovoltaic substrates, the as-
grown minority carrier lifetime is typically in the range of 1-
10 µs, which is not suitable for high-efficiency cells
(≥15%).  The aim of this study is to raise the lifetime in
low-cost Si ribbon materials to over 20 µs by investigating
the combination of SiNx-induced hydrogenation and Al
gettering, and to identify any synergism between the two.  A
physical model is proposed which relates the SiNx-induced
hydrogenation to the release of hydrogen into the sample,
the injection of vacancies from backside Al/Si alloying, and
the retention of hydrogen at defects.  Finally, high-
efficiency solar cells are fabricated and analyzed to
demonstrate the positive synergistic effects of Al-enhanced
hydrogenation and RTP.

2. Al-enhanced PECVD SiNx-induced hydrogen
passivation of Si ribbons

Fig. 1 shows the lifetime enhancement in EFG, dendritic
web, and String Ribbon Si due to gettering and hydrogen
passivation treatments.  The lifetime of EFG and dendritic
web Si did not increase after PECVD SiNx film deposition
and anneal at 850°C in a belt furnace, while the lifetime of
String Ribbon showed a moderate increase from 8.3 µs to
12.9 µs.  The ~930°C P and 850°C Al gettering treatments
improved the lifetime in all three ribbon materials but were
unable to raise the lifetimes over 20 µs.  To identify any
interaction between the Al gettering and hydrogen
passivation processes, the SiNx-induced hydrogenation and
Al gettering treatments were performed simultaneously at
850°C after the P gettering.  The simultaneous anneal of
SiNx and Al increased the lifetime in EFG, dendritic web,

and String Ribbon Si to 25.6 µs, 20.0 µs, and 38.4 µs,
respectively.  The significant enhancement in lifetime
achieved after the simultaneous anneal of SiNx and Al
indicates that there is a positive synergistic interaction
between the SiNx-induced hydrogenation on the front and
Al-Si alloying at the back of the sample which enhances the
lifetime to over 20 µs in all three materials.

Fig. 2 shows that the presence of Al on the back of the
samples during the anneal shifts of the optimum anneal
temperature from 700°C to 825°C and increases the
maximum lifetime from 3.2 to 8.3 µs.  This improvement in
lifetime is much greater than the sum of the improvements
due to the individual SiNx and Al treatments for all
temperatures above 700°C, indicating that there is a
synergistic interaction between the hydrogenation process
and Al/Si alloying above 700°C.  The increase in the
optimum anneal temperature for Al/SiNx above 800°C for
lifetime enhancement is also expected to improve the
quality of the Al-BSF and hence the cell performance.

Fig. 1. Al-enhanced SiNx-induced defect passivation in
Si ribbon materials.
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3. Physical Model for Al-enhanced SiNx-induced
hydrogenation

We propose a three-step physical model according to
which defect passivation is governed by the release of
hydrogen from the SiNx film, the generation of vacancies,
and the retention of hydrogen at defect sites in Si.  At low
temperatures, the effectiveness of the SiNx/Al anneal is
reduced by the limited release of hydrogen from the SiNx
film, the low generation of vacancies during Al alloying,
and the ineffectiveness of Al gettering.  When the anneal
temperature is increased to 825°C, vacancies generated in Si
during Al/Si alloying, increase the dissociation of molecular
hydrogen into atomic hydrogen [1] and enhance the
transport of hydrogen in Si.  The high binding energy of
hydrogen to vacancy clusters  (3-4 eV) [2] provides an
additional driving force for the diffusion of hydrogen
enabling the passivation of defects deep in Si.  At
temperatures above 825°C, the retention of hydrogen at
defects in Si decreases which lowers the lifetime.

4.  Fabrication and analysis of high-efficiency, screen-
printed Si ribbon solar cells by enhanced hydrogenation

Table 1 shows that the average float zone cell efficiency
improves by 0.5% (absolute) when the front contacts are
fired in the RTP system after the SiNx/Al simultaneous
anneal at 850°C in the belt furnace.  Analysis of the long
wavelength IQE showed that RTP contact firing improves
the back surface recombination velocity by a factor of two,
due to the rapid remelting of Al which improves the
uniformity of the Al-BSF.  Table 1 also shows that
efficiency of EFG and String Ribbon solar cells increase by
1.4% and 1.7% respectively due to RTP front contact firing.
Noteworthy high efficiencies of 14.7% (measured by Sandia
National Labs.) and 14.6% were achieved on String Ribbon
and EFG when contacts were fired in the RTP system.  The
efficiency enhancement from RTP contact firing of ribbon
cells is reflected in improved bulk and surface passivation
(Jsc and Voc) and contact quality (FF).

Fig. 3 shows LBIC scans, made with the PVSCAN 5000
system using a 905 nm laser, of String Ribbon cells taken
from consecutive sections of the ribbon to identify defects
and their activity.  Note that these samples have similar
crystallographic defect structures.  The LBIC response in

intragrain regions improved from 0.58 A/W to 0.64 A/W
with RTP contact firing as opposed to slow belt firing.  Fig.
3 reveals a defect whose activity decreases as the defect
extends from Cell 1-3 into Cell 16-1.  The cell efficiency
data in Table 1 and LBIC analysis in Fig. 3 indicate that
RTP firing of screen-printed contacts is more effective in
retaining the hydrogen at defects that was introduced during
the 850°C Al/SiNx anneal.  Conversely, the slow ramp rates
during belt furnace contact firing result in increased
dehydrogenation of defects, increasing their electrical
activity.

5.  Conclusion
SiNx-induced hydrogen passivation of Si ribbons has

been found to be most effective when the SiNx post-
deposition anneal includes controlled rapid cooling and
backside Al alloying.  A three-step model is proposed and
relates the hydrogen passivation to the release of hydrogen
from the SiNx film, retention of hydrogen at defect sites, and
injection of vacancies generated during Al/Si alloying.  RTP
contact firing was found to be more effective in preserving
the hydrogen defect passivation achieved during the initial
hydrogenation step and has resulted in 4-cm2 screen-printed
cell efficiencies as high as 14.7% on 300µm thick String
Ribbon Si and 14.6% on 300 µm EFG Si.
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Table 1.  Impact of RTP front contact firing on
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Average 621 34.2 0.777 16.5
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Average 573 32.1 0.749 13.8
High 585 32.8 0.757 14.6

Average 574 31.6 0.762 13.8
High * 600 31.6 0.778 14.7

Average 614 33.7 0.770 15.9
High 615 33.9 0.771 16.1

Average 554 30.1 0.743 12.4
High 566 30.9 0.751 13.1

Average 553 29.7 0.738 12.1
High 575 31.1 0.747 13.4
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ABSTRACT 
We use photoluminescence (PL) spectroscopy to 

characterize the effects of hydrogen dilution and i-layer 
thickness on electronic density of states in a-Si:H n-i-p solar 
cells that were prepared using plasma-enhanced CVD with 
no-, low-, standard, and high-H dilution. The PL shows two 
regimes: (I) Below the onset of microcrystallinity, a blue 
shift of the 1.4 eV PL peak energy and a decrease of the 
band width occur. (II) Above the onset of microcrystallinity, 
the PL efficiency decreases by a factor of 4-5, and the PL 
peak energy is red-shifted toward 1.2 eV as the µc-Si volume 
fraction is increased. In addition, the solar cell open circuit 
voltage shows first an increase and then a decrease, 
correlating with the PL peak energy position. We conclude 
that the PL spectroscopy is a sensitive tool for characterizing 
the gradual a-to-µc structural transition in thin film solar 
cells. 
 
INTRODUCTION 

The most stable, high-performance a-Si:H solar cells 
were obtained using a-Si:H prepared at a hydrogen-to-
disilane dilution ratio just below the onset of 
microcrystallinity.[1] Recent experimental results indicate 
that an improved microstructure of the i-layer is responsible 
for the enhanced stability. Transmission electron microscope 
results suggested[2] that a-Si:H made with H dilution is a 
heterogeneous mixture of an amorphous matrix and more 
ordered linear-like objects. X-ray diffraction (XRD) 
demonstrated [3] that the width of the first diffraction peak is 
narrower in the most stable material, indicating improved 
medium-range order. On the other hand, due to the lack of 
sensitivity of Raman and XRD for obtaining crystalline 
silicon signals for very small fractions (~1%) and/or small 
crystallite sizes, a more sensitive technique is needed. 
Furthermore, the structure of these transition materials was 
found to be sensitive not only to H dilution but also to 
substrate surface and film thickness.[3,4] In this paper, we 
report results on a series of n-i-p solar cells made by plasma-
enhanced chemical vapor deposition (PECVD) with varied H 
dilutions and i-layer thickness using PL spectroscopy. 
 
EXPERIMENTAL RESULTS AND DISCUSSION 

a-S:H n-i-p solar cells were made by PECVD on 
stainless steel substrates. The reaction gas was either disilane 
or disilane diluted by hydrogen. Several dilution ratios, R = 
0.8, 1.0, 1.2 and 1.6 were used, where R=1.0 is the standard 
H dilution ratio,[5] and R=1.2 and 1.6 represent 20% and 
60% more H dilution, respectively. The i-layer thickness was 

d≈110, 220, and 450 nm. Relevant cell deposition parameters, 
XRD results, and Voc are listed in Table I. The sample was 
cooled to 80 K on a cold stage. A 632.8 nm laser beam of 100 
mW/cm2 was used to excite PL. The absorption depth of the 
632.8 nm light in both a-Si:H and µc-Si is greater than the cell 
thickness so properties of the bulk material are obtained. The PL 
spectra were analyzed using a grating monochromator equipped 
with a LN2-cooled Ge detector. 
 
Table I. Characteristics of solar cells prepared with different H 
dilution ratio (R) and thickness (d) 
 

Sample 
No. 

H-dilution 
ratio 

R 

Thickness 
d 

(nm) 

XRD 
FWHM     µc fraction
(degrees)         (%) 

Voc 
 

(V) 
#583 1.0 130 6.4(±0.6) 0 0.962 
#591 1.0 220 5.3(±0.3) 0 0.963 
#569 1.0 450 5.43(±0.15) 0 0.984 
#592 1.2 105 5.1 0 0.955 
#576 1.2 416 4.98 4 0.766 
#593 1.6 110 4.5 ~ 5 0.709 
#579 1.6 220 4.1 27 0.529 
#580 1.6 450 3.20 36 0.466 
 
The PL spectrum at 80 K is dominated by the tail-to-tail 
transitions giving a PL main-band peaked at ~1.4 eV with 
FWHM ~0.3 eV, which depend on the optical gap and the width 
of the tail states, respectively.[6] A defect-band peaked at 0.8-0.9 
eV is 3-4 orders of magnitude weaker than the main-band at low 
temperatures. More recently, a 1.0-1.2 eV PL band was found to 
be a characteristic feature of µc-Si from a series of a- to µc-Si 
transition samples.[7,8] We show the normalized PL spectra at 80 
K in Figs. 1(a), 1(b) and 1(c). Let us first examine the three a-
Si:H cells with R=1.0 in Fig. 1(a). When d is increased from 110 
to 220 and then to 450 nm, the PL peak energy is blue shifted 
from 1.36 to 1.39 to 1.42 eV. At the same time, there is a low 
energy peak at ~1.2 eV for the thickest cell. Fig. 1(b) shows the 
PL spectra for the cells with R=1.2. The FWHM of the PL main-
band decreased from 0.3 eV to 0.2 eV as the thickness increased 
from 105 to ≥ 215 nm. When d=416 nm, there is a µc-Si volume 
fraction of 4% determined by XRD; and the PL features are: (a) 
the total PL intensity decreases by a factor of 4-5 compared to a-
Si:H; and (b) there is no longer a blue- but a red-shift of the PL 
peak energy in addition to the 1.2 eV band. Fig. 1(c) shows the 
PL spectra for the three µc-Si cells with R=1.6. One can see that 
as the thickness increases the low energy PL appears from a 
broad tail to a high shoulder and then dominates.  
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Fig. 1  PL spectra for three different i-layer thickness and H-
dilution ratio of (a) R=1.0, (b) R=1.2, and (c) R=1.6. 
 

Fig. 2  Voc as a function of the PLpeak.  The open- and solid 
symbols represent the regimes in which Voc increases as the 
PL is blue shifted and the Voc rapidly decreases as the PL is 
red shifted, respectively. 
 
 
 

 
SUMMARY 

We have shown that the electronic density of states is 
significantly changed with both H dilution and film thickness in 
these transition samples. The features of the PL spectra 
characterize the gradual improvement of the a-Si:H network 
order and the transition to µc-Si. Distinguished by the onset of 
microcrystallinity characterized by XRD, we found that there are 
two regimes of the PL features for the samples near transition. In 
the samples below the onset of detectable microcrystallinity, the 
dominant factor of increased H dilution and thickness is to 
improve the a-Si:H structural order. As a result, the PL peak 
energy is blue-shifted, and the linewidth is narrowed. In the 
samples above the onset of microcrystallinity, the main factor is 
an increase of the µc-Si volume fraction, which results in the 
decrease of the total PL intensity and the increase of the 1.2 eV 
PL band. Meanwhile, the Voc quickly decreases as the PL energy 
is red-shifted. Proper conditions such as a combination of H 
dilution ratio and thickness at R=1.0, d=0.2-0.4 µm and R=1.2, 
d=0.2 µm have produced the highest Voc as shown in Table I. 
These are consistent with the most stable high-performance a-
Si:H solar cells prepared just below the onset of 
microcrystallinity.[3] 
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ABSTRACT 

 
    The nanostructural heterogeneity of hydrogenated 
amorphous-silicon-based photovoltaic materials is being 
probed by small-angle scattering of neutrons. Films were 
deposited by two techniques, plasma-enhanced chemical 
vapor deposition (PECVD) and hot-wire chemical vapor 
deposition (HWCVD) using conditions that yield high 
quality films and devices. Comparisons of hydrogenated and 
deuterated films as well as effects of Ge alloying are 
highlighted. 
 
1. Introduction 
    Extensive small-angle x-ray scattering (SAXS) studies of 
a-Si-based materials  [1-3] have been supplemented more 
recently by the use of anomalous SAXS (ASAXS) [4,5] to 
yield new information on the non-uniformity of the Ge in a-
SiGe:H alloy films. The addition of small-angle neutron 
scattering (SANS) measurements recently demonstrated no 
evidence for a light-induced change in the nanostructure [6], 
in contrast to an earlier report [7]. The possibility of 
substituting D for H allows additional information due to 
the large differences in scattering of neutrons by these two 
isotopes [8]. Although clear differences were seen in our 
first data, it was found that the D-containing gases induced 
significant changes during deposition of the PECVD 
material made under high H(D) dilution [6]. Here we 
examine more SANS comparisons of hydrogenated versus 
deuterated films and report first results from a-SiGe:H 
alloys. 
 
2. Experimental 
    The SANS measurements were done at the NIST Center 
for Neutron Research on beamline NG-3 [9]. Data were 
collected over a momentum transfer range from q = 0.05 
nm-1 to 3 nm-1, using neutrons with wavelength 0.6 nm and 
two detector positions (2 m and 13 m from the sample). 
Several special samples were prepared for the SANS 
studies, some with deuterated gases, SiD4, GeD4, D2, used in 
place of SiH4, GeH4, and H2. Special, high purity FZ c-Si 
substrates were used with surface roughness below 0.5 nm 
in order to prevent extra background scattering. Multiple 
films of 1 to 2 µm thickness were prepared to allow stacking 
of up to 20 layers. IR spectroscopy was used to obtain 
bonded H and D contents in all of the samples and electron 
microprobe measurements provided the Ge fraction x in the 
a-Si1-xGex:H(D) alloys. 
 
3. Results and Discussion 
    Table I lists the compositions of the SANS samples 
discussed here. The NXX designation refers to HWCVD 

samples made by NREL and the UXX designation to 
PECVD samples made by USSC.  
 
Table I. H, D, and Ge compositions (of a-Si 1-xGex:H,D). 

Sample # Ge (x) [H] at.% [D] at.% 
NH3 0 7 0 
ND3 0 ~ 1 4 
NH5 0.15 3 0 
NH6 0 8 0 
UH3 0.40 13 0 
UD3 0.56 < 0.5 7 
UH4 0 14 0 
UD4 0 11 8 

 
 
We note that the pairs NH3/ND3, UH3/UD3, and UH4/UD4 
were made under nominally identical conditions except for 
exchange of hydrogenated gases by deuterated gases. For 
the UH4/UD4 pair, only the diluting gas H2 was replaced by 
D2, leading to the mixed [H,D] composition. A small 
amount of H was detected in ND3 in spite of the lack of any 
H-containing source gases. From the UH3/UD3 pair, it 
appears that more Ge has been incorporated with the 
deuterated gases. 
    Figure 1 shows the SANS data from the four NREL 
samples. The scattering signals span four orders of 
magnitude and there are significant differences in the shapes 
of the scattering curves. Note that the replacement of H by 
D has yielded a lower level of scattering at high q and this is 
consistent with the much reduced incoherent scattering by D 
versus H. In fact a value of 0.025 cm-1str-1 is predicted for 7 
at.% H in NH3, in excellent agreement with the data at the 
highest q. If this q-independent contribution is subtracted 
from the NH3 data then the scattering curve is nearly 
identical to that from ND3. This suggests that the 
inhomogeneity in these samples is unrelated to the H(D) 
distributions, which is surprising in view of the NMR results 
from similar material [10]. The scattering from the a-SiGe:H 
alloy indicates a bimodal distribution of scattering objects, 
with the high and low q features corresponding to 4- and 32-
nm-sized objects, respectively. This is consistent with the 
earlier SAXS results from alloys of similar x [11]. The 
scattering from NH6 is much stronger than from NH3 and 
of a shape corresponding to a higher density of smaller 
inhomogeneities. This would be consistent with the use of 
the ultra-high deposition rate of 12 nm/s, which has been 
shown by SAXS to yield a much higher void density [12]. 
    Figure 2 shows the SANS data from the four USSC 
samples.  Again, there are significant differences for the Ge 
alloys and the sample containing only D (UD3) shows a 
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much reduced incoherent scattering background. The values 
of the latter for the hydrogentated samples are in good 
agreement with prediction based on the [H] in Table I. Note 
for these pairs that the deuterated samples have significantly 
less scattering, indicating that non-uniform H(D) 
distributions are contributing to the signals or the D-
containing gases have improved the nanostructure.  

 
Fig. 1. SANS data from NREL films made by HWCVD.  
 

 
Fig. 2. SANS data from USSC films made by PECVD. 

 

4. Conclusions 
    High quality SANS data have been obtained from 
PECVD and HWCVD films, including from a-SiGe:H 
alloys for the first time to our knowledge. Significant 
differences are found in the solar-grade materials from these 
two types of deposition methods.  
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ABSTRACT 
 
   Modern technology requires the increased use of 
crystalline and amorphous solids in the form of thin films, 
for example in the field of microelectronics and micro-
electro-mechanical systems. Our work has focused on thin 
silicon films as used for photovoltaic energy conversion. 
While the electrical and optical properties of these films are 
known to influence photovoltaic device performance, we 
have used measurements of the elastic properties to provide 
a new approach to the study of disorder in these films. The 
films are deposited on specially shaped double paddle 
oscillators, which have extremely small intrinsic mechanical 
damping. The thin films change the oscillators’ resonance 
frequency and damping and from those changes, the elastic 
properties of the films themselves can be determined [1]. 
 
   Most of our work is aimed at an improved understanding 
of hydrogen in amorphous and crystalline silicon films. 
Hydrogen is essential in making amorphous silicon an 
electric semiconductor by saturating dangling bonds, but it 
also causes a deterioration of the photovoltaic conversion 
efficiency after extended illumination (the Staebler-
Wronsky effect). We report on four experimental 
investigations:  atomic hydrogen in amorphous silicon, bulk 
molecular hydrogen at the interface between amorphous 
silicon films and the crystalline silicon substrate, hydrogen 
ion implantation in crystalline silicon, and the search for 
evidence of bulk hydrogen in microcrystalline silicon films. 
 
1. Atomic Hydrogen in Amorphous Silicon 
   In concentrations near 1 atomic percent, hydrogen 
incorporated by the Hot Wire Chemical Vapor Deposition 
method (HWCVD) has the extraordinary effect of removing 
practically all low energy localized excitations, usually 
referred to as tunneling states. These states have been found 
in all amorphous solids, including films of pure silicon 
produced by e-beam evaporation and sputtering. The 
tunneling states lead to a mechanical damping (internal 
friction) which is independent of temperature, and the 
magnitude of which is independent of the material - except 
in the HWCVD films, where their concentration is several 
orders of magnitude smaller [2]. The non-uniform 
distribution of hydrogen in these films makes this effect 
particularly difficult to understand. As the hydrogen 
concentration increases, the internal friction increases. In 
films produced by Plasma Enhanced Chemical vapor 
Deposition (PECVD), in which the hydrogen concentration 
usually exceeds several at%, the internal friction is also 
larger, i.e. these films behave more like all other amorphous 
solids [3]. In order to test whether the small concentration of 

hydrogen incorporated during the HWCVD process leads to 
the vanishing of the tunneling defects, or whether the 
HWCVD technique itself is responsible, it would be very 
important to study a-Si produced by sputtering in a 
hydrogen atmosphere.  This process allows the hydrogen 
concentration to be varied in a controlled way. 
 
2. Bulk Molecular Hydrogen at Interfaces 
   When a-Si films containing small hydrogen 
concentrations are deposited or annealed under conditions 
which allow some of the hydrogen to diffuse, bubbles can 
form at the interface between the film and the substrate. 
This bulk hydrogen causes an internal friction peak at 
13.8K, the triple point of bulk molecular hydrogen 
(deuterium results in a similar peak at 18.7K, its triple point) 
[4]. The characteristic damping extends to below 2K. The 
same anomaly has also been observed in crushed and 
hydrogen-loaded steel, where it has been connected to the 
problem of hydrogen embrittlement [5]. In this case, the 
anomaly has been explained through dislocation motion 
during plastic deformation at low temperature, and through 
atomic migration of hydrogen at grain boundaries close to 
the triple point. The same anomaly has recently been 
observed in noble gas films of neon and argon, though only 
at temperatures low enough to avoid evaporation of the 
films [6].  From this it follows that plastic deformation by 
dislocation motion appears to be a common source of 
internal friction in these cryocrystals. These observations 
have shown that bulk hydrogen can be detected through 
internal friction measurements, even at very small average 
concentrations. It would be very interesting to pursue theses 
studies in bubbles of varying sizes, in particular to 
determine the limit of the bubble sizes in which bulk 
behavior can be observed. 
 
3. Hydrogen Ion Implantation 
   A common method for doping silicon is by ion 
implantation, and we have used internal friction 
measurements to explore the disorder it produces and its 
subsequent annealing. Ion implantation at low doses causes 
a gradual increase of a temperature-independent internal 
friction plateau at low temperatures, similar to the one 
observed in amorphous solids, and a narrow peak centered 
at 48K. This peak can be described through a single Debye 
relaxation process with an activation energy of 0.08 eV. The 
same effects have been observed after implantation with the 
heavier ions  B+ [7], Si+ [7], and As+. By annealing between 
200 and 300C, this relaxation peak is removed, while 
removal of the plateau requires higher temperatures [8]. The 
relaxation peak has been identified with divacancies, the 
smallest defects produced by implantation which are stable 
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at room temperature. Because of their different annealing 
kinetics, different types of defects must cause the plateau 
and the 48K peak. Of particular interest is the question 
whether any connection exists between these defects and the 
tunneling defects observed in amorphous solids. These 
findings suggest that internal friction measurements may be 
particularly well suited for the study of the divacancy depth 
profile through measurements after gradual removal of the 
implanted layer by ion-beam etching. Such work would 
allow us to test the predictions of computer simulations (e.g. 
TRIM), and to compare our findings with results from 
positron annihilation studies [9] and from deep level 
transient spectroscopy [10]. 
 
4. Hydrogen in Microcrystalline Silicon Films [11] 
   These films had been expected to be particularly sensitive 
to small amounts of hydrogen (especially in bulk form) 
because pure crystalline films were expected to have 
negligible internal friction, comparable to that of films 
grown by molecular beam epitaxy. Much to our surprise, we 
found that in HWCVD films, the low temperature plateau 
was large, close to that observed in sputtered a-Si, and that 
this plateau was entirely independent of the crystalline 
fraction of the film. No evidence was seen for any bulk 
hydrogen (at 13.8K), which we had expected to collect 
between the crystalline grains. Instead, a broad relaxation 
peak (far broader than a single Debye relaxation) was found 
around 40K in amorphous films containing more than 10 
at% hydrogen. This peak was absent in the crystalline films 
which had only somewhat smaller hydrogen concentrations 
(~4 at%). In PECVD films, increasing the crystalline 
fraction actually increased the plateau damping. Again, no 
hint of bulk hydrogen could be detected. A broad Debye 
relaxation peak at 60K arose with increasing crystalline 
fraction, but was absent in the amorphous films. This is the 
opposite of the behavior seen in the HWCVD films.  The 
origin of these broad relaxation peaks is not known.  In 
conclusion, no evidence for bulk hydrogen has been 
observed in the microcrystalline films. However, these films 
show a very large unexpected internal friction plateau, 
which indicates a disorder as large as in amorphous solids. 
Its origin is not understood at all, nor is its possible 
influence on the performance of photovoltaic devices made 
from such films. 
 

REFERENCES 
[1] B.E. White, "Elastic properties of thin films," MRS 
Symp. Proc. 356 (1995) 567. 
 
[2] Xiao Liu, B.E. White, R.O. Pohl, E. Iwanizcko, K.K. 
Jones, A.H. Mahan, B.N. Nelson, R.S. Crandall, S. Veprek, 
"Amorphous solid without low energy excitations," Phys. 
Rev. Lett. 78 ( 1997) 4418. 
 
[3] Xiao Liu, D.M. Photiadis, H.D. Wu, D.B. Chrisey, R.O. 
Pohl, R.S. Crandall, "Disorder in tetratedrally bonded 
amorphous solids," Phil. Mag., in press. 
 

[4] Xiao Liu, R.O. Pohl, R.S. Crandall, "Structural origin of 
bulk molecular hydrogen in hydrogenated amorphous 
silicon," MRS. Symp. Proc. 557 (1999) 323. 
 
[5] A.E.Golter, A.M. Roshchupkin, "Internal friction in 
solid hydrogen," Sov. J. Low Temp. Phys. 8 (1982) 622. 
 
[6] T.H. Metcalf, "Elastic properties of quench condensed 
films of Neon and Argon," Ph.D. thesis, Cornell University, 
2002, unpublished. 
 
[7] Xiao Liu, P.D. Vu, R.O. Pohl, F. Schiettekatte, S. 
Roorda, "Generation of low energy excitations in silicon," 
Phys. Rev. Lett. 81 (1998) 3171. 
 
[8] Xiao Liu, R.O. Pohl, R.S. Crandall, K.M. Jones, 
"Internal friction in ion–implanted silicon," MRS Symp. 
Proc. 469 (1997) 419. 
 
[9] P.A. Kumar, K.G. Lynn, D.O. Welch, "Characterization 
of defects in Si and SiO2 – Si using positrons," J. Appl. 
Phys. 4935 (1994) PG#. 
 
[10] B.G. Svensson, C. Jagadish, A. Hallen, J. Lalita, 
"Generation of vacancy–type point defects in single 
collision cascades during swift–ion bombardment of 
silicon," Phys. Rev. B 55 (1997) 10498. 
 
[11] C. Spiel, Xiao Liu, B.P. Nelson, Qi Wang, R.S. 
Crandall, R.O. Pohl, "Low temperature internal friction of 
amorphous and nanocrystalline solids," JECS, in press. 
 

166



Real-Time Characterization of Hot-Wire CVD Growth of Si:H films using Spectroscopic Ellipsometry

D. Levi, B. Nelson, J. Perkins, and H. Moutinho
National Renewable Energy Laboratory

1617 Cole Blvd., Golden, CO  80401

ABSTRACT

This paper reports on the application of real-time
spectroscopic ellipsometry (RTSE) to in-situ
characterization of hot-wire chemical vapor deposition
(HWCVD) of Si:H films.  We have investigated the
evolution of film morphology and crystallinity as a function
of hydrogen dilution R=[H2]/[SiH4] for films grown at a
substrate temperature of 200oC.  RTSE shows that the films
undergo a roughening transition at a thickness of
approximately 170 Å, independent of R.  We have
correlated the RTSE measurements with AFM
measurements of surface roughness and Raman scattering
measurements of crystallinity.

1.  Introduction
RTSE has been successfully applied to characterize the

microstructural and phase evolution of hydrogenated Si
(Si:H) films prepared by low-temperature RF plasma-
enhanced chemical vapor deposition (PECVD) [1]. In that
work, the authors showed that the surface roughness, as
characterized by RTSE, is a sensitive indicator of changes in
the phase and microstructure of the growing films.  The
degree of crystallinity is clearly indicated by the dielectric
function as measured by RTSE.

2.  Experimental
The thin-film silicon samples were grown by HWCVD

on c-Si substrates [2].  The reactor was configured with a
single tungsten filament that was heated to ~2,200oC.  The
silane flow was fixed at 20 sccm whereas the hydrogen flow
was varied between 0 and 400 sccm, causing the dilution R
to vary from 0 to 20.  The throttling valve was fixed for
each run at 57% open, causing the chamber pressure to
increase with increasing hydrogen flow.  The substrate
temperature was ~200oC at the start of the deposition.

RTSE spectra were collected over the range of 300 to
1500 nm at 70o angle of incidence using a rotating
compensator ellipsometer (Woollam M2000).  Spectra were
collected four times per second during the first ~200 Å of
growth and every two seconds thereafter.

The Raman scattering measurements were performed in
a 180o backscattering configuration with a 50-mW air-
cooled Ar-ion laser operating at 488.1 nm and a single-
grating Spex 270M spectrometer with a LN2-cooled CCD
array detector.  A holographic notch filter was used to
suppress the laser line.  AFM measurements were performed
using an Autoprobe LF from ThermoMicroscopes with
silicon cantilevers.  The tip radius was 100 Å.

3.  Results and Discussion
Spectroscopic ellipsometry measures the quantities psi

and delta, which relate to changes in the relative amplitude
and phase of the two polarization components of light
reflected from the sample's surface.  These measured
quantities are translated into more physically meaningful
quantities through model-based analysis, wherein a
mathematical model of the sample is used to calculate
theoretical values of psi and delta.  These theoretical values
are then compared with the experimentally measured ones,
and the model parameters are adjusted until an optimal fit to
the experimental data is obtained.  With the proper software
and a sufficiently powerful computer, this analysis can be
performed in real time during the sample growth.

The Si:H thin films in this study were modeled as a
single "bulk" layer of a-Si:H on top of a layer of native SiO2
on a crystalline-Si substrate.  Also included in the model is a
surface roughness layer, modeled as an effective medium
consisting of a 50/50 mix of the underlying a-Si:H and
voids.  Model parameters adjusted during fitting included
the surface roughness thickness, the bulk a-Si:H thickness,
and the Si substrate temperature.  The dielectric function of
the a-Si:H bulk layer was adjusted in order to achieve the
best global fit over all measured times.

Figure 1 shows the evolution of surface roughness and
bulk thickness for a dilution level of R=6.
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Fig 1.  Surface roughness and bulk layer thickness for the
first 500 seconds of deposition for R=6.

The early-time behavior seen in the figure is typical of all
depositions studied.  Silane gas is introduced into the
chamber, and the shutter between the filament and the
substrate is opened at approximately 50 seconds.  There is a
rapid increase in surface roughness from near zero to greater
than 20 Å.  This value then rapidly drops to about 13 Å
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before beginning a gradual ascent toward its maximum.
The initial rise in surface roughness is due to nucleation of
separate islands of a-Si:H on the crystalline-Si substrate.
These islands reach a height greater than 20 Å before the
islands begin to coalesce into a bulk film.  The coalescence
of the islands produces a smoothening effect, which reduces
the surface roughness to ~13 Å.

Figure 2 shows a plot of surface roughness vs. bulk
thickness for varying hydrogen dilution.  The initial
nucleation stage is not shown because the bulk thickness
remains zero during that phase.  Following initial
nucleation, there is a general trend of surface smoothening
until approximately 170 Å thickness.  At this point the films
with dilutions of R=0, 1, and 3 begin gradually roughening
and reach a final roughness of ~25 Å.  The dielectric
functions that provided the best fit to the real-time data are
consistent with amorphous silicon optical properties.

We have used AFM to characterize the surface
roughness after the films are removed from the growth
chamber.  For the R=0 and R=1 films, we have excellent
agreement.  The RTSE and AFM values are within ±2 Å of
each other.  For the higher dilution films, RTSE measures
surface roughness values 10–30 Å greater than those
measured by AFM.  We have noted that the surface
roughness decreases somewhat during the first few minutes
after the film growth has been terminated, but have not
followed this evolution for the duration of the cool-down
period.  It is possible that further smoothening occurs for the
high-dilution films.  It is also possible that the close
agreement for the low-dilution films is fortuitous, and that
differences in measured values of surface roughness are due
to differing definitions of surface roughness for AFM vs.
RTSE.  Further study is needed.
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different hydrogen dilution levels R=0, 1, 3, 6, 8, 12, and 20.

For films with dilution of R=6 and greater, there is also a
roughening transition at ~170 Å bulk thickness.  For these
higher levels of dilution, the roughening is much more
severe than at lower dilution.  For R=6, 8, and 12 the
roughness eventually levels off and even decreases
somewhat, indicating a second smoothening transition.  For
R=20, the roughness increases beyond 200 Å before
leveling off, again with a second smoothening transition, not

shown on the graph in Figure 2.  According to the work of
Collins et al. on PECVD growth of Si:H films, a rapid
increase in surface roughness followed by a second
smoothening transition is indicative of microcrystalline-Si
nucleation and bulk layer formation.

In contrast to that work, our RTSE measurements find no
evidence of microcrystalline Si in our films. We have
verified these results using Raman scattering to probe the
crystallinity of the films.  The results are shown in Figure 3
below.  Crystalline Si has a strong, sharp Raman peak at
~510 cm-1.  There is no evidence of such a peak in any of
the spectra.  The broad Raman peak at ~480 cm-1 is
consistent with a-Si:H.  Hence, we conclude that there is no
microcrystalline Si present within the sensitivity level of
Raman scattering or spectroscopic ellipsometry.
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Fig 3. Raman spectra for all of the Si:H films in this study.

4. Conclusions
Our RTSE measurements of HWCVD growth of Si:H thin

films have demonstrated behavior similar to that found by
Collins and coworkers for PECVD growth of Si:H films.
We find a rapid initial increase in surface roughness,
indicating nucleation of the film.  This is followed by
gradual smoothening, then further roughening transitions.
In contrast to Collins' work, we do not find evidence for
amorphous-to-microcrystalline transitions.  We anticipate
that amorphous-to-microcrystalline transitions will be found
at lower silane flow rates.
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ABSTRACT 

We present comparative studies of the dynamics of 
photoexcited carriers in a range of silicon-based materials of 
interest for photovoltaic applications, including crystalline 
silicon (c-Si), nanocrystalline silicon (nc-Si:H), amorphous 
silicon (a-Si:H), and “edge” materials grown at the 
boundary between the nanocrystalline and amorphous 
phases.  Our femtosecond time-scale measurements show 
dramatic differences across this range of materials in the 
carrier dynamics immediately following photoexcitation.  In 
c-Si, we detect a 240-fs exponential process corresponding 
to intraband carrier energy loss due to phonon emission.  In 
contrast, a-Si:H exhibits fast thermalization processes on a 
distribution of time scales, together with a response 
consistent with bimolecular recombination.  These results 
provide a basis for understanding the carrier processes in the 
more complex nanocrystalline and edge materials:  we find 
that the carrier dynamics in nc-Si:H can be understood in 
terms of the component phases of this heterogeneous 
material, and we find that the dominant carrier processes in 
the edge material are likely those associated with the 
amorphous phase of the material. 

1.  Introduction 
Time-resolved optical measurements can provide 

unique insight into important carrier processes in photo-
voltaic materials. In this work, we have studied photo-
excited carrier dynamics in crystalline, amorphous, and 
heterogeneous silicon materials.  Recently, thin-film nc-
Si:H (also sometimes referred to as microcrystalline silicon, 
µc-Si) has attracted a great deal of interest as a promising 
material for low-cost, highly efficient, and reliable solar 
cells, as well as for other optoelectronic applications.  The 
structure of nc-Si:H can be described qualitatively as a 
collection of nanometer- to micron-scale silicon crystallites 
embedded in an amorphous matrix.  The composition of the 
films can be controlled by varying the hydrogen dilution 
ratio during deposition, yielding materials that span the 
transition from the amorphous to the nanocrystalline state, 
with increasingly larger grain size and crystalline fraction at 
higher dilution values. Of particular interest for photovoltaic 
applications is the “edge” material at the amorphous to 
nanocrystalline phase boundary. Edge materials give 
favorable electrical properties and show resistance to the 
photoinduced degradation processes characteristic of thin-
film amorphous silicon, though the physical basis for these 
effects is still not fully understood. We have studied a series 
of materials in which the composition is systematically 
varied through the amorphous to nanocrystalline transition 
to better understand the nature of photocarrier processes in 
the edge material.  Studies of c-Si and a-Si:H have allowed 

us to understand the carrier processes in the heterogeneous 
nc-Si:H materials in terms of contributions from the 
component phases. 

2.  Experimental 
Time-resolved differential transmittance measurements 

were carried out as described previously [1].  Briefly, the 
optical pulses were generated using an amplified Ti:sapphire 
laser system operating at a repetition rate of 1 kHz.  Pulses 
35 fs in duration centered at 800 nm (1.55 eV) were used to 
excite the samples, and broadband near-infrared probe 
pulses were generated from a compressed femtosecond 
white light continuum, giving an overall time resolution of ~ 
40 fs.  Wavelength resolution was achieved by spectrally 
filtering the probe beam with a ~ 10-nm bandwidth 
interference filter after it had been transmitted through the 
sample.  All measurements were carried out at room 
temperature and with mutually perpendicular pump and 
probe polarizations, and the pump-probe signals were 
measured over a range of  initial excitation densities.  Care 
was taken in the design of the experiments to minimize 
distortion of the measured pump-probe response by thin-
film interference effects and by spatial inhomogeneity of the 
excited carrier distribution. 

The time-resolved optical transmission measurements 
for crystalline silicon [2] were made using thinned Si (100) 
wafers, prepared by boron implantation followed by etching 
to a thickness of ~ 350 nm.  Thin films of a-Si:H were 
grown on glass substrates by hot-wire chemical vapor 
deposition (HWCVD) at a substrate temperature of 375 °C.  
Thin films of HWCVD nc-Si:H were grown on glass 
substrates: the films were deposited at a substrate 
temperature of 240 °C, and the hydrogen dilution ratio R = 
H2/SiH4 was varied between 1 and 20 with a constant gas 
pressure of 30 mTorr. The resulting films were 
characterized by x-ray diffraction, Raman spectroscopy, 
optical absorption, and photoluminescence [3].  X-ray 
diffraction measurements indicate that the threshold for the 
structural transition from amorphous to nanocrystalline 
growth occurs at a hydrogen dilution ratio R = 3, and give 
an average crystallite size of greater than approximately 10 
nm.  The x-ray measurements, together with Raman 
measurements, indicate that both the grain size and 
crystalline fraction increase with hydrogen dilution above 
the amorphous to nanocrystalline transition.   

3.  Results and Discussion 
Measurements of the time-resolved differential 

transmittance for HWCVD a-Si:H are presented in Fig. 1.  
In this material, photoexcitation of carriers results in an 
induced absorbance signal, presented in the figures as a 
negative differential transmittance, -∆T/T, where ∆T is the 
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change in transmittance due to the action of the pump pulse, 
and T is the transmittance of the sample in the absence of 
the pump pulse. The response was probed at a detection 
wavelength of 940 nm (1.32 eV).  In the small signal limit, 
the differential transmittance measurements are expected to 
be proportional to the photoinduced carrier population, and 
the time course of the signal reflects the dynamics of the 
photoexcited carrier distribution.  The sharp features near t 
= 0 include contributions from nonlinear effects that occur 
during the temporal overlap of the pump and probe pulses, 
and are excluded from the interpretation of the population 
dynamics. 

As discussed in our previous work on a-Si:H and 
related materials [4], the time-dependent optical response 
for pump-probe delay times greater than ~ 1 ps is well 
characterized by bimolecular recombination.  This is the 
dominant contribution to the response, consistent with a 
large body of earlier work on a-Si:H.  The high time 
resolution of our measurements has also allowed us to detect 
a new process occurring on a subpicosecond time scale that 
is associated with fast carrier thermalization. 
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Fig. 1.  Time-resolved differential transmittance response of  
a-Si:H, measured over a range of initial excitation densities. 
 

In contrast to the response seen in a-Si:H, time-resolved 
differential transmittance measurements on c-Si made under 
similar conditions show an increase in transmission that 
forms with a simple exponential time constant of ~ 240 fs, 
independent of excitation density [2].  This response can be 
identified as the characteristic time scale for intraband 
carrier energy loss due to phonon emission as the 
photoexcited carriers relax toward the band edge. 

Representative data for nc-Si:H are shown in Fig. 3.  
The response includes a rapid, sub-picosecond component 
together with a more slowly varying response.  We find that 
the dynamics in nc-Si:H are well characterized by the model  

cktnnaetn t +++= − )1/()( 00
/τ    

This model corresponds physically to three separate com-
ponents:  a population that undergoes a simple exponential 
decay with time constant τ, a population n0 that undergoes 
bimolecular recombination with an associated rate constant 

k, and a component of amplitude c that decays slowly 
compared to the time scale of the measurements.   
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Fig. 2.  Time-resolved differential transmittance response 
for nc-Si:H prepared at a hydrogen dilution ratio R = 4, 
measured at a series of  initial carrier densities.  The solid 
lines correspond to fits to a multi-component model.  
 

In all of the nc-Si:H  materials studied, the fast 
exponential decay component fits to a time constant of 240 
fs, allowing us to identify it as originating in the crystalline 
phase of the material. The bimolecular recombination com-
ponent yields a value for the  recombination constant con-
sistent with that found for a-Si:H, indicating that this part of 
the response originates from the amorphous fraction of the 
material.  The slowly varying component c likely includes 
contributions from long-lived carrier states associated with 
the grain boundary regions. As the composition of the nc-
Si:H material is varied in samples prepared at higher 
dilution ratios, we find that the relative amplitudes of the 
three components change in a manner consistent with the 
change in composition, allowing us to interpret the carrier 
dynamics in terms of contributions from the component 
phases.  Remarkably, even though edge material shows 
evidence of some degree of microcrystallinity in the x-ray 
diffraction and Raman measurements, the optical response 
of the photoexcited carriers is largely characteristic of a-
Si:H, suggesting that, on a microscopic level, the relevant 
carrier processes for the photoexcitations are those 
associated with the amorphous phase of the material. 
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ABSTRACT 
 

The results of experimental studies designed to 
determine if the Staebler-Wronski effect involves changes in 
the long-ranged disorder in a-Si:H are reported.  We have 
measured the difference in activation energy from 
measurements of the dark conductivity and thermoelectric 
power for a series of a-Si:H films synthesized under a wide 
range of deposition conditions.  This activation energy 
difference has been interpreted as reflecting the long-ranged 
disorder induced by compositional modulations or potential 
fluctuations.  We have found absolutely no change in this 
activation energy difference due to the Staebler-Wronski 
effect.  Measurements of the non-Gaussian statistics which 
characterize the conductance fluctuations (1/f noise) are also 
found to remain unchanged after light exposure. 
 
1. Introduction 

Hydrogenated amorphous silicon (a-Si:H) has long 
been considered one of the most promising materials for 
large area, low cost photovoltaic applications.  A major 
problem preventing a-Si:H from fulfilling its technological 
promise is the Staebler-Wronski effect (SWE), a light-
induced increase in defect density accompanied by a 
decrease of the semiconductor's conductance.  Solar cells 
fabricated using a-Si:H can typically lose nearly 5% of their 
initial conversion efficiency due to this effect.  
Consequently, since its discovery in 1977 [1] there has been 
considerable effort applied towards ascertaining the 
microscopic origin of this light-induced defect creation.  
While a great deal of progress has been made, basic issues, 
such as whether the photogenerated defects result only from 
local bond breaking or whether there are long-ranged atomic 
rearrangements associated with defect creation, remain 
unanswered. 

Long-ranged disorder at the mobility edge, caused by 
structural inhomogeneities in the composition of a-Si:H and 
potential fluctuations caused by charged defects, will result 
in long-ranged fluctuations of the energy of the mobility 
edge on length scales of 102 to 103 Å (much longer than the 
inelastic scattering length of ~ 5 Å).  This disorder is 
believed to be responsible for the difference in the value of 
the activation energy as measured by the dark conductivity 
(Eσ) when compared to the same quantity measured by the 
thermoelectric power, or thermopower (ES) [2].  Eσ and ES 
can differ by as much as 100 to 300 meV for a-Si:H.  In a-
Si:H the magnitude of EQ (Eσ - ES) is a measure of the 
magnitude of the long-ranged disorder.  Thus we would 
expect to see EQ increase as the electronic quality of a 

sample degrades (as reflected in lower dark conductivity 
and higher dangling bond defect density).  An increase in EQ 
following light exposure would indicate a shift in the 
conduction band to higher energies. 

Previous noise measurements on a-Si:H films have 
found that the coplanar current fluctuations have a spectral 
density which is well described by a 1/f frequency 
dependence for frequencies f ranging from 1 < f < 1000 Hz.  
Moreover, analysis of the non-Gaussian statistics which 
characterize the 1/f noise indicates the existence of 
cooperative interactions between the fluctuators. Increasing 
the structural disorder of the a-Si:H film by varying the 
deposition conditions [3,4] decreases the correlations of the 
noise power, consistent with the suggestion that the non-
Gaussian 1/f noise is sensitive to the long-ranged disorder. 

 
2. Experimental Techniques 

We have measured both the dark conductivity and the 
thermopower of a number of n-type samples of a-Si:H 
(doped with phosphorus) as a function of temperature before 
and after illumination.  We have also examined the 
conductance noise of a film deposited at 150 °C.  The 
samples were all deposited at the University of Minnesota in 
a capacitively coupled RF (13.56 MHz) system using 
plasma-enhanced chemical vapor deposition of silane (SiH4) 
and phosphine (PH3) for n-type doping.  Prior to any 
measurements, a sample is annealed at 180 °C for at least 
one hour and then cooled to 50 °C.  The state of the sample 
before any illumination is referred to as State A.  Following 
light soaking the film is denoted as being in State B and can 
be returned to State A by a high temperature (~150 °C) 
anneal.  Light soaking is performed with ~ 100 mW/cm2 of 
heat-filtered white light from a tungsten-halogen lamp. 

 
3. Results 

All the samples studied here were measured both in 
State A and State B (following a light exposure of ~ 24 
hours).  We first examined a series of films grown at 
different deposition temperatures (ranging from 80 to 250 
°C), with the RF power of 3 W and the doping ratio of 
[PH3]/[SiH4] = 4 x 10-4 kept constant.  Figure 1 plots the 
change in the dark conductivity activation energy following 
light exposure (∆Eσ) along with ∆EQ for this series of 
samples against the film's value of EQ in State A.  Here ∆E 
is defined as the activation energy difference between its 
value in State B and in State A.  All four of these samples 
exhibit a clear shift in Eσ (and ES), but no significant shift in 
EQ.  Figure 1 also shows the values of ∆Eσ and ∆EQ for two 
additional samples: (1) A film deposited at a RF power of 1 
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W with the same doping level as the temperature deposition 
series and (2) a film with a doping level of [PH3]/[SiH4] = 4 
x 10-3 deposited at a RF power of 3 W (both deposited at 
250 °C).  No change in EQ is observed for either of these 
samples while both experienced a change in both Eσ and ES.  
Thus neither altering the deposition power nor increasing 
the ratio of the phosphorus to silicon by a factor of 10 leads 
to any significant shift in EQ. 

All of the films studied here were examined in a State B 
produced by ~ 24 hours of light exposure.  It is possible that 
this period of illumination may not be long enough to 
produce a detectable shift in EQ.  We have measured a film 
deposited at 250 °C at a RF power of 3 W with a doping 
ratio of 4 x 10-4 after light exposures of ~ 100 hours and ~ 
340 hours.  No noticeable shift in EQ is observed even after 
light exposures of this magnitude. 

The first and second noise power spectra for the film 
deposited at 150 °C is shown in Figure 2 for States A and B.  
The second spectra was obtained from a series of 1024 FFTs 
of the noise power for the 320-640 Hz octave taken over 
time.  Figure 2a displays the clear 1/f dependence of the first 
spectra noise power in both states; no significant change in 
the noise power is observed after light exposure (the applied 
voltage is adjusted so that identical currents flow through 
the film in each state).  The second spectra (Fig. 2b) also 
displays approximate 1/f behavior, and again no consistent 
change is seen following light exposure.  The non-zero 
slope of the second spectra reflects the non-Gaussian nature 
of the noise (the second spectra of a Gaussian noise source 
would be frequency independent). 
 
4. Conclusion 

Despite previous reports of a shift in EQ in n-type films 
[5,6] we do not find here any such change.  These results 

suggest that the Staebler-Wronski effect does not involve 
any changes in the long-ranged disorder of the mobility 
edge.  The lack of observed change in the non-Gaussian 
noise behavior following light exposure supports this 
conclusion.  The changes in the conductivity and 
thermopower activation energies are consistent with a 
statistical shift of the Fermi energy deeper into the band gap, 
induced by the creation of new dangling bond defect states 
from the recombination of photo-excited electron-hole pairs.  
These experimental studies thus indicate that the Staebler-
Wronski effect can be associated with purely local bond 
breaking events, and that efforts to eliminate or modify the 
long-ranged disorder in an attempt to remove the Staebler-
Wronski effect will be ineffectual. 
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open triangle is for the film deposited at 1 W with a doping
of 4 x 10-4 and the open circle is for the film deposited at 3
W with a doping of 4 x 10-3 (both deposited at 250 °C). 
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Figure 2: Plot of the first spectra (a) and second spectra (b) 
for the film deposited at 150 °C with doping of 4 x10-4. 
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ABSTRACT 
 
 In this research effort, we focus on methods for enhancing 
optical collection and reducing optical losses in so-called 
"specular" a-Si:H-based p-i-n solar cell structures for build-
ing-integrated photovoltaics applications.  The optical simu-
lations performed in this study have been made possible by 
the development of an extensive optical property database 
for the solar cell component layers. Using this database in 
the simulations, we have identified the beneficial effects of a 
microscopic roughness layer at the SnO2/p interface.  This 
roughness layer reduces the interface dielectric discontinu-
ity, and hence acts as an anti-reflector.  We have also identi-
fied the detrimental effects of a chemically-intermixed re-
gion at the ZnO/Ag interface of the retroreflecting structure.  
This intermixed region acts as a parasitic absorber.  Non-
idealities at both interfaces can have significant impacts on 
the generated currents, yet have not been considered in de-
tail in previous studies.  The general approaches established 
in this research effort can also be applied in other thin film 
photovoltaics technologies. 
  
1.  Introduction 
 In simulations of the optical quantum efficiency (QE) of 
a-Si:H-based solar cells, the complicated light-trapping ef-
fects of macroscopic roughness in so-called "textured" struc-
tures have been widely considered [1].  In contrast, the sim-
pler effects of microscopic roughness in "specular" struc-
tures have been widely ignored.  In fact for building-
integrated photovoltaics applications, the macroscopic 
roughness of textured structures is undesirable due to their 
hazy appearance.  As a result, the optical simulation of 
specular solar cell structures is an important research activ-
ity with the goal being to identify methods for enhancing the 
optical collection without texture and for reducing optical 
losses. 
 Microscopic roughness is defined as surface/interface 
modulations with in-plane correlation lengths at least an 
order of magnitude smaller than the center wavelength λc of 
the incident light beam.  (λc~500 nm for solar cells.)  The 
optical effect of microscopic interface roughness can be 
simulated by inserting a layer at the interface whose thick-
ness scales with the rms roughness and whose optical prop-
erties are determined from an effective medium theory as-
suming a composite of the overlying and underlying materi-
als [2].  In contrast, macroscopic roughness is defined as 
modulations with in-plane correlation lengths within an or-
der of magnitude of λc.  The optical effect of macroscopic 
roughness at an interface is a reduction in the specularly 
reflected and transmitted electric field amplitudes in accor-
dance with scalar diffraction theory [3].  This reduction is 
offset by non-specularly scattered field components in the 
reflected and transmitted waves that appear as "haze". 
 In this study, we explore the effects on the simulated opti-
cal QE due to microscopic roughness and chemically inter-
mixed layers at interfaces of transparent conducting oxide 

layers in the specular a-Si:H solar cell structure.  Here, the 
nature of the interface layers has been deduced independ-
ently from ex situ, in situ, and real time spectroscopic     
ellipsometry (SE) of photovoltaic structures, and the effects 
of these layers on the QE of the solar cell are determined.  
This approach is in constrast to the usual one for optical 
modeling in which inputs of the simulation routines are cho-
sen to yield outputs in qualitative agreement with experi-
mental QE curves.  The latter approach is not reliable unless 
the simulation routines include the complete optical physics 
of the problem. 
      
2. Modeling Results and Discussion 
 Next, we describe applications of the optical property 
database established previously [4] to assess the impact of 
interface non-idealities on optical collection in single-
junction a-Si:H-based solar cells having a specular structure.  
In the multilayer optical analysis used here, incoherent mul-
tiple reflections within the glass substrate and coherent re-
flections within all other layers are assumed in order to 
compute the optical characteristics of the solar cells.  These 
characteristics include the absorbance for each layer and the 
reflectance for the entire structure.  Because the Ag back-
reflector incorporated into the cell structure is opaque, the 
spectral transmittance is zero.  Thus, photon flux that is not 
absorbed in the a-Si:H i-layer will be absorbed in the other 
layers and lost, or reflected from the entire structure and 
lost.  The basic solar cell structure consists of glass/SnO2/p-
i-n/ZnO/Ag, where we use our database for the optical prop-
erties of each of the component layers [4].   
 Figure 1 (upper panel) shows the difference between the 
spectral absorbances in the i-layer (fractions of incident ir-
radiance absorbed) for a solar cell structure with a 45 nm 
microscopic roughness layer at the SnO2/p interface and for 
an ideal structure with no interface roughness.  In the former 
solar cell structure, microscopic roughness layers are also 
incorporated at the successive interfaces of the device (e.g., 
p/i, i/n, n/ZnO) in proportion to that at the SnO2/p interface 
as has been measured in previous real-time SE studies [3].  
The ZnO/Ag interface in both structures of Fig. 1, however, 
is assumed to be ideal.  The lower panel of Fig. 1 shows the 
corresponding difference in the spectral reflectances for the 
two structures (rough−ideal).  The most important effect of 
microscopic roughness at the solar cell interfaces is an in-
crease in the total photon flux collected by the i-layer. The 
maximum gain is observed near 550 nm.  The potential in-
crease in short-circuit current ∆JSC for the solar cell (com-
puted by integrating the product of the optical quantum effi-
ciency and the AM1.5 spectral photon flux over the range 
from 270 to 900 nm)  as a result of these microscopic rough-
ness layers is ~0.7 mA/cm2.   
     The optical gains in Fig. 1 associated with the micro-
scopic roughness layers are attributed to the suppression of 
refractive index discontinuities.  In fact, the strongest effect 
occurs at the SnO2/p interface, where the discontinuity is the  

173



 
 

 
 

 
Fig. 1 Predicted increase in the i-layer absorbance spec-
trum (upper panel) for an a-Si:H p-i-n solar cell obtained by 
assuming a 45 nm microscopic roughness layer at the 
SnO2/p-layer interface, over that for an "ideal" device with-
out interface roughness.  The lower panel shows the differ-
ence (rough − ideal) in the solar cell reflectance spectra. 
 
largest and the roughness layer is the thickest.  Thus, the  
microscopic   roughness   layer  acts   as   an   anti-reflecting 
layer  for this  interface;  irradiance  that would otherwise be 
reflected from the SnO2/p interface in an ideal structure 
passes into the i-layer where it can be absorbed. 
 Figure 2 (upper panel) shows the increase in back-
reflector absorbance that results when a 13 nm ZnO/Ag in-
terface layer is incorporated into the solar cell structure hav-
ing 45 nm roughness at the SnO2/p interface.  The interface 
layer in this case is attributed not only to microscopic 
roughness but also to atomic-scale intermixing and interface 
reactions when Ag is sputtered on ZnO (or vice versa in an 
n-i-p solar cell).  The optical properties of the interface layer 
are simulated as a 0.21/0.79 mixture of ZnO/Ag, applying 
the Bruggeman effective medium theory.  The result of Fig. 
2 shows a significant parasitic absorbance loss due to the 
interface layer in the spectral region from 500 to 700 nm.  
With decreasing wavelength below 500 nm, the decrease in 
absorbance loss is attributed to the fact that almost all inci-
dent irradiance is absorbed by the overlying structure, 
whereas the decrease with increasing wavelength above 700 
nm appears to be an effect of the optical properties of the 
interface layer.  The latter effect is expected to be strongly 
dependent on the chemical and microstructural nature of the 
interface layer.  The lower panel of Fig. 2 provides the cor-
responding difference in reflectance (interlayer − ideal).  
The potential gain ∆JSC that would occur if all the parasitic 
absorbance losses in the ZnO/Ag interface region could be 
converted to useful current is ~0.55 mA/cm2 in this case.  
 
3. Summary 
 In previous research, we have developed analytical ex-
pressions that describe the optical properties of  the compo-
nents   of    a-Si:H-based    solar   cells.   Such   expressions  

 
Fig. 2 Predicted increase in parasitic absorbance (upper 
panel) of the ZnO/Ag interface in the a-Si:H p-i-n solar cell 
obtained upon introduction of a 13 nm ZnO/Ag interlayer 
(21/79 vol.% ZnO/Ag).  The lower panel shows the differ-
ence (interlayer − ideal) in the solar cell reflectance spectra. 
 
will assist in the future in modeling the optical performance 
of the solar cells and will allow the user to tailor the optical 
properties based on physical inputs.  These inputs include 
the optical gaps of the i-layers, the free carrier concentration 
of   the transparent conductors, and the grain size of the me-
tallic back-reflectors.  Our approach is quite general and can 
also be applied to other thin film solar cell technologies, as 
well.  In this recent study, we have demonstrated the capa-
bilities of such modeling by assessing the impact of SnO2/p-
layer microscopic roughness on carrier collection in the a-
Si:H i-layer of a single-junction p-i-n solar cell, and also the 
effect of an imperfect ZnO/Ag interface layer on the absorb-
ance of the back reflector structure.  In these two examples, 
we demonstrate how the nature of the interfaces in the a-
Si:H solar cell can have a significant impact on the perform-
ance of the device, and emphasize that a reliable set of opti-
cal properties is required to assess this impact. 
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ABSTRACT 
 

A phenomenological model for the light-induced 
metastability of a-Si:H is proposed in which a two-domain 
amorphous network plays a central role. Boundaries between 
high- and low-density domains are associated with a 
significant fraction of the clustered Si-H. Weakly bonded 
hydrogen at these boundaries is mobilized by non-radiative 
carrier recombination and catalyzes metastable configuration 
changes in the Si network. This gives rise to the observed 
volume expansion and could play a role in electronic defect 
creation.  
 
INTRODUCTION 
 

The SWE [1] in a-Si:H describes the decrease of 
conductivity and photoconductivity due to the increase of 
silicon dangling bond (DB) concentration upon light soaking. 
After two decades, the light-induced structural changes were 
found. i.e. the volume expansion on the order of 10-5 of the 
initial values.[2] How are the different mechanisms linked? 
We present a phenomenological model. 
 
MODEL 
 

a-Si:H is known to be inhomogeneous on the nanometer 
scale.[2,3] 1H NMR studies have concluded that there are 20-
70% volume fractions in a-Si:H that contain little or no 
hydrogen.[3] If we assume that such H-free regions comprise 
high-order domains with density ρhigh, and the remainder is a 
low-order matrix with density ρlow, then the 2% variation of 
measured mass densities yield the following estimates: ρhigh ≅  
2.31 g/cm3, ρlow  ≅  2.23 g/cm3. Clearly an interface between 
such domains, on the scale of angstroms, will have a very 
large density gradient. Such abrupt changes in local order will 
also lead to large interfacial strain, characterized by weak Si-
Si bonds, that is relieved somewhat by a high concentration of 
bonded hydrogen.  Figure 1 shows a schematic 1-D model of a 
spatially modulated mass density profile that contains the 
three regions. The δ ’s represent the spatial extents of the 
regions. The size of the high-density domain is estimated to be 
~ 20–30 Å from variable-coherence TEM [4], and thus the 
conventional film would have low-density domains of average 
size 80–120 Å. The domain boundary is assumed to be ~10 Å 
or less. 

It is well known that the majority of the clustered H in a-
Si:H evolves at lower temperature than the dilute H, and 
therefore we propose that such domain boundary regions 
contain a significant fraction of the weakly bound, clustered H. 
In the presence of non-radiative carrier recombination, a 

multiphonon process, a subset of the weakly-bound H is 
expected to be locally mobile. This is suggested by a 
multiple-quantum NMR study that has revealed 
rearrangement of cluster configurations at temperatures 
below the hydrogen evolution temperature range (of 
energy ~0.05 eV) [5], whereas the energy released by a 
recombination event is 1.1 eV. When weakly bound H is 
mobilized locally, it can sometimes catalyze or stabilize 
local configurational changes of neighboring Si atoms. 
This process can be considered thermodynamically as an 
entropic process, where the net effect is increased 
disorder. Increased disorder corresponds to a decrease in 
average density, i.e. increase in volume. Underlying the 
motion are metastable configurational changes at 
microscopic sites in the Si network that correspond to less 
ordered, higher energy states. Given that the overall 
change is sufficiently small, suitable annealing is 
expected to completely reverse the average motion, 
whereas the detailed local motions are probably seldom 
reversible. 
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Fig. 1. Spatially modulated mass density profile in one 
dimension. 
 
 
ANALYSIS 
 

In the context of this picture, the order of magnitude 
of the changes required to account for the observed 
volume expansion can be estimated. The expression 

  

intintvvv lowlowhighhigh ρρρρ ++= ,                       (1) 
 
is the measured mass density, with the average density at 

the domain boundary 
2int

lowhigh ρρ
ρ

+
≈  and ∑ =1v  
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( v ’s are domain and boundary volume fractions and the bar 
denotes average density). Then, taking into account small 
boundary motions of the types shown schematically in figure 
2, the fractional change in (one-dimensional) film density ρ  
is given approximately by  
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where 1γ  is the distance of domain boundary propagation 

and 2γ is the amount of its extension. Since 

510~ −∆−=∆
ρ

ρ
V
V

[6], the densities and sizes estimated 

above for the high- and low- order regions can be inserted 
into equation 2 to yield 07.02 21 ≈+γγ  Å. Therefore, as 
an order of magnitude estimate, only a few percent of all 
domain boundaries need to move ~ 1 Å in order to produce 
the maximum volume expansion has been measured, a small 
change indeed. Furthermore, it is reasonable that ~ 1% of 
these metastable sites could produce DB’s or other 
electronic defects, consistent with the magnitude of the 
defect density. Rather than proposing a specific microscopic 
mode of defect creation, this model only localizes the 
metastable changes in or near domain boundaries, and 
asserts that a small fraction of local structural changes 
associated with the volume expansion could result in the 
defect creation identified with the SWE. 
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Fig. 2. Two types of boundary motion that increase disorder. 
 
The time evolution of the observed volume expansion is 

roughly exponential, or stretched exponential [6], as is 
typically the case for metastable phenomena in amorphous 
materials. In the context of this model, a single exponential 
saturation of the volume expansion means that the rate of 

domain boundary motion is equal to 
τ
γγ )(ts −

, where γ (t) 

is a generalized distance over which a boundary has moved at 
time t, sγ is its saturated value, and τ is the time constant. If 

we identify γ as proportional to the density of 
microscopic sites N in or at the edge of the boundaries 
that have undergone configurational change, then 

τ
NN

dt
dN s −

= . In general, the saturated density Ns 

will be a function of illumination intensity and 
temperature. 

 
DISCUSSION 

 
The general concepts of the weak-bond (WB) breaking 

model [7] are entirely consistent with this model, wherein, 
the light-induced metastable DB’s are stabilized by local H 
reconfiguration. In the context of this model, shifts of the 
domain boundaries lead to redistribution of strain which 
could be responsible for creating the small fraction of DB’s 
(spatially uncorrelated with H) relative to the much larger 
number of non-defect metastable sites. This model may also 
explain the observed defect saturation behavior that is not 
directly predicted by the WB kinetics that follow from 
populations of defect states [7], since steric constraints on 
boundary motion could play a limiting role.   Other features 
of the SWE that are consistent with this model include: 1) 
the volume expansion and defect creation follow the same 
time evolution [6]; 2) the SWE is not very efficient, i.e.1024 

cm-3 recombination events are required to produce 1017cm-3 
new defects [8]: this may be understood by our model since 
the vast majority of recombination-driven structural 
changes do not produce defects, and defect creation is 
limited to the domain boundary regions. Various 
photostructural changes have also been observed [9] which 
lend support to a picture of gross structural changes that 
“precede” defect creation.  
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ABSTRACT 

 
We propose a novel atomistic mechanism for metastability 
in hydrogenated amorphous silicon (a-Si:H) using molecular 
dynamics simulations. The model involves rebonding at 
both Si and H sites. The driving force is the non-radiative 
recombination of excited electron-hole pairs that breaks 
weak silicon bonds and generates dangling bond-floating 
bond pairs. The transient floating bonds annihilate. Isolated 
dangling bonds including charged defects are found. The 
kinetics of degradation is simulated with coupled rate 
equations which shows saturation behavior similar to 
experiment.  The model accounts for major experimental 
features of the Staebler-Wronski effect including ESR data, 
the t1/3 kinetics of defect formation, two types of metastable 
dangling bond defects and hysteretic µτ annealing 
measurements.  
 
1. Introduction 
The understanding and characterization of metastability or 
light-induced degradation i.e. Staebler-Wronski (SW) 
effect[1]) is one of the most actively pursued research areas 
in solar cell research. Light-soaking of hydrogenated 
amorphous silicon (a-Si:H) produces metastable dangling 
bonds with mid-gap states and properties indistinguishable 
from native dangling bonds. The defects can be annealed at 
temperatures between 180-200 C.  Despite extensive 
experimental characterization of metastability, the 
microscopic origin of the SW-effect is still intensely 
debated.  
 
2. Theoretical Model 
We have developed a very promising model for the 
atomistic mechanisms underlying metastability in a-Si:H,  
that can account for major experimental features of the SW 
effect. The basic features of this model are:  
1) Non-radiative recombination of photo-excited carriers (e-
h pairs) that break weak Si bonds with a very low energy 
barrier.  
2) The production of dangling bond (DB) and floating bond 
(FB) pairs from weak Si-bond breaking. 
3) Migration of floating bonds, which are a mobile species 
[2], to leave behind isolated dangling bonds. 
4) Recombination/annihilation of the transient floating 
bonds defects. 
 
3. Results 
We describe each step in detail. In our tight-binding 
molecular dynamics simulations we frequently find a weak 
silicon bond (WB, Fig. 1) can stretch and create a dangling 
bond on site c. It is not favorable to have a dangling bond on 
d. Site d forms a new bond with site x (d-x). Site x is now 

five-coordinated but d remains four-coordinated. The 
Frenkel pair of DB and FB is separated by more than 4 A 
and stabilized. The Frenkel pair is the analog of the 
vacancy- interstitial pair of c-Si.  
. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Breaking of a weak bond to produce a dangling bond 
floating bond pair 
 
The calculated energy barrier to break the weak Si-bond has 
a low value of ~0.85 eV for the ground state of the 
electronic system.[3] This barrier is much lower than the ~2 
eV to break a silicon bond, since the energy cost in breaking 
bond c-d is compensated by the energy gain in 
simultaneously forming the new bond d-x.  
Weak silicon bonds can trap a hole in a valence band tail 
level. A photoexcited electron can be captured in the 
vicinity of the hole. Non-radiative electron-hole (e-h) 
recombination provides a very low energy path for bond-
breaking. The energy barrier for bond-breaking in this 
excited e-h state (exciton state) is remarkably lowered to 
~0.35 eV due to the crossing of electronic levels in the 
gap[3]. Only a single e-h pair can drive Si-bond breaking, 
whereas 2 e-h pairs are necessary for SiH bond-breaking[4].  
The weak silicon bonds are spatially separated from H, 
since the network is very relaxed in the vicinity of an SiH 
site. Hence the DB and H are separated by more than 4 Å as 
the spin echo measurements infer. 
The second step is the migration of the FB, which are 
known to be mobile[2]. Their diffusion involves a bond-
switching process from one Si-site to another. There are 
analogies with the diffusion of self-interstitials in c-Si.  
In the third step the FB’s annihilate. The common process is 
when a FB recombines with an existing Si DB, converting it 
to a four-coordinated site. 
When the FB is close to an SiH site, a configuration that 
must occur frequently, the H can move into the FB site and 
convert it to a four-coordinated and a new Si´H bond. A 
secondary dangling bond DB´ is left behind at the original 
site of the H. In the energetically favorable configurations 
we find that the secondary DB’ is substantially separated 
from the H (>4 Å). 
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Floating bonds are a transient species and not appreciable in 
the long-time steady state[3,5] FB’s are the analog of 
mobile H in the H-collision model.[6] 
We have developed a quantitative description [5] of the 
kinetics in this network-rebonding model. The saturated 
defects consist primarily of dangling bonds (density of 1016–
1017 cm-3). There is an accompanying small density of 
floating bonds (1015 cm-3). However the FB’s have states in 
the valence band which are filled (and negatively charged) 
and do not contribute to the ESR signal. The ESR signal is 
dominated by the neutral D0 states.  
By charge neutrality, the FB’s remove charge from the DB 
states, leading to a small density of positively charged 
dangling bonds (D+). The saturated state is described by a 
large density of D0 and small density of charged defects: 
D+ and FB-. The D+ defects are very strong recombination 
centers for photoexcited electrons with large capture cross 
sections, and strongly affect the µτ product. The observed 
hysteresis of µτ can be directly explained by the presence of 
the two types of defects: D0 and D+.[3] The initial anneal of 
D+ generates a large increase in µτ but small change in 
optical absorption α. The anneal of the D0 defects decreases 
a with small change in µτ. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Solution of rate equations showing the density of  the 
defects as a function of time during light-soaking. 
 
The creation of defects involves short range H 
rearrangements, not long-range motion. However the 
annealing of the metastable defects long-range H-motion 
occurring at elevated annealing temperatures. 
In summary we have found a new mechanism for 
metastability involving bonding rearrangements of Si and H. 
This is driven by breaking of weak silicon bonds from non-
radiative recombination of excited e-h pairs. Major 
experimental features of the SW effect can be understood 
within this framework. The instability is intimately related 
to the amorphous nature of the network and is expected to 
be reduced in more ordered (or more crystalline) materials.  
Further work in this project will focus on development of 
models of mixed phases where nano-crystalline inclusions 
are embedded in an amorphous matrix. This ‘edge’ material 
grown with H-dilution is experimentally known to be more 
stable and its higher stability will be investigated with 
similar theoretical simulations. 
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ABSTRACT 

 
Several techniques have shown promise in depositing 

microcrystalline silicon (µc-Si), including VHF-PECVD, 
Hot Wire CVD, and Pulsed PECVD.  Previously, we had 
developed a new HWCVD approach (US Patent  number 
6,214,706 B1) which uses a graphite filament to address 
some of the technique’s problems, specifically longevity of 
the filament and reproducibility of the material produced.  
With the new technique, it has been found possible to 
deposit µc-Si material that is entirely (220) oriented, with no 
visible (111) orientation in the XRD spectra.  We report on 
the incorporation of this µc-Si material into solar cell 
devices, and compare their performance with similar 
devices deposited by tantalum-HWCVD.  We also report on 
the deposition of microcrystalline Si materials and devices 
via the Pulsed PECVD technique.  The crystallite 
orientation of the films changes from a random orientation 
to a (220) orientation near the microcrystalline-to-
amorphous transition.  The observed change in orientation 
(220 vs. 111) is correlated with solar cell performance, with 
the best efficiency seen for (220) oriented i-layers.  The role 
of ion bombardment and grain boundary interfaces on 
device performance is also investigated. 
 
1.  Introduction 

Microcrystalline silicon (µc-Si) has attracted attention 
in recent years because of the material’s stability under 
illumination.  In this paper, we examine µc-Si deposited 
both by the “Hot Wire” chemical vapor deposition 
(HWCVD) technique and by the Pulsed PECVD techniques.  

Previously, we have reported on our development of a 
new HWCVD technique using a graphite filament (C-
HWCVD)[1,2] that addresses some of the technique’s 
problems, specifically longevity of the filament as well as 
reproducibility of the deposited films.  In this paper, we 
extend the C-HWCVD to the deposition of µc-Si films and 
examine the differences with µc-Si films deposited by the 
HWCVD technique using Ta wire. 

The Pulsed PECVD technique is a modification of the 
typical 13.56 MHz PECVD deposition technique.  In this 
technique, the plasma is modulated in the range of 1 to 
100kHz and with an ON-time to OFF-time ratio of 10-50%, 
so that negatively charged particles can be extracted before 
they grow to sizes that can cause manufacturing yield 
problems.  In this paper, we examine the use of the 
technique in depositing µc-Si p/i/n devices. 
 

2.  Experimental Methods 
Microcrystalline silicon (µc-Si) films were produced in 

a commercially available PECVD/HWCVD system 
specifically designed for the thin film semiconductor market 
and manufactured by MVSystems,Inc. This chamber is 
capable of depositing in either the PECVD or the HWCVD 
mode of operation without breaking vacuum on 10 cm X 10 
cm substrates situated on either the anode side of the RF 
electrode assembly (for the PECVD) or above the moveable 
HWCVD assembly. 

Simple solar cell structures of n-i-p and p-i-n 
configuration were constructed with the µc p -type material 
fabricated using a SiH4, H2, and Trimethylboron gas 
mixture.  The typical dark conductivity of the p-type µc 
material was 1 x 10-1 (Ohm-cm)-1. The µc n+ layer was 
prepared using a SiH4, H2, and PH3 gas mixture.  The 
resultant n+ material exhibited a dark conductivity of 2 
(Ohm-cm)-1. The n-i-p devices were deposited onto 1737 
glass or Asahi TCO substrates coated with 3000 Angstroms 
of Mo, while the p-i-n devices were deposited onto Asahi tin 
oxide coated glass with a layer of zinc oxide.  For the top 
contact of the n-i-p structures, semi-transparent Ag was 
used, while for the rear contact of the p-i-n devices opaque 
Ag was used.  The opto-electronic, structural, and impurity 
properties were characterized by photo- (σph) and dark 
conductivity (σd), FTIR, and SIMS techniques. 
 
3.  Results and Discussion 
C-HWCVD Technique 

Microcrystalline silicon was deposited using a 
conventional Ta-filament HWCVD method, with the 
primary parameter variations being the hydrogen dilution 
and substrate temperature.  The R220 values for the films 
near the microcrystalline-to-amorphous transition showed 
values of over 700%, indicating a strong (220) orientation in 
the film.  (The R220 value is the ratio of the (220) peak area 
to the (111) peak area.)  By way of comparison, randomly 
oriented silicon powder shows an R220 value of 55%. This 
(220) orientation has been found to correspond to a 
columnar structure in the deposited film, and this type of 
film structure is believed to be more suitable for solar cell 
applications, as the grain boundaries are oriented parallel to 
the primary direction of current flow. 

Microcrystalline Si films have also been deposited 
using a graphite filament (C-HWCVD), and a sample film’s 
X-Ray diffraction spectrum is shown in Fig. 1.  For this 
film, there is no detectable microcrystalline peak 
corresponding to the (111) phase.  This type of very strong
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(220) orientation has also been observed by M. Schubert’s 
group in Stuttgart [3] working on C-HWCVD in 
conjunction with MVSystems, Inc. 
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Fig. 1:  XRD Spectrum of µc-Si film deposited via C- 
HWCVD.  (Corrected for substrate) 
 
Pulsed PECVD Technique 

We now turn to the data for the solar cell devices with 
the i-layer deposited by Pulsed PECVD.  Figure 2 shows the 
fill factor as a function of hydrogen dilution for n-i-p 
structures deposited on TCO/Mo substrates at two different 
substrate temperatures.  The thickness of the i-layer in these 
devices was about 0.9 microns.  The pressures used for 
these devices were typical of those used in amorphous 
silicon deposition (~500 mTorr).  The JSC values, corrected 
for the semi-transparent Ag top contact, were 10-12 mA/cm2 
over the regime studied.  The VOC of these devices were also 
low, less than 300 mV for all devices in this regime. As with 
the HWCVD films, the pulsed PECVD films exhibit the 
strongest (220) orientation near the microcrystalline-to-
amorphous transition.  Comparing the single films and the 
devices, the devices deposited in the region of strong (220) 
orientation exhibit the best fill factor.  Increasing the 
hydrogen dilution causes the films to become more 
randomly oriented, with a corresponding decrease in the fill 
factor.  This decrease is presumably due to increased carrier 
recombination in the intrinsic layer. 
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Fig. 2:  Fill Factor as a function of hydrogen dilution for 
n-i-p µc-Si devices with i-layer deposited via the pulsed 
PECVD technique. Diamonds = 325 C, Crosses = 210 C 
 

Devices of p-i-n structure were also deposited on 
textured Asahi TCO coated with a thin layer of zinc oxide.  
These i-layers were deposited at higher pressures than the n-
i-p devices shown in Fig. 2.  This ZnO layer is intended to 
prevent reduction of the Asahi TCO during the deposition of 
the µc-p layer.  Figure 3 shows the I-V curves for two p-i-n 

devices with a 7000 Å i-layer.  The only difference between 
the two devices is that one of the devices (solid line) has a 
nucleation layer inserted between the µc-p and µc-i layers.  
The efficiency of the nucleated device is 3.7%.    

By inserting an intrinsic layer with a high nucleation 
density, the device shows an improvement in every 
parameter.  The quantum efficiency measurements of the 
nucleated devices indicate an increased collection for λ>800 
nm, which indicates that the crystalline fraction of the i-
layer has been improved.  Further improvements in the 
nucleation layer as well as the crystalline fraction of the p-
layer have resulted in a device with an efficiency of ~5%.  
This device efficiency is awaiting confirmation at NREL. 
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Fig. 3:  White I/V measurements of two p-i-n structures with 
i-layer thickness of 7000 Angstroms.  Intrinsic layer 
deposited by Pulsed PECVD technique at high pressures (>1 
Torr).  Dashed line indicates no nucleation layer between p, 
i layers, solid line indicates nucleation layer between p, i 
layers 
 
4.  Conclusions 
 We have demonstrated that the C-HWCVD technique is 
capable of depositing µc-Si films that are entirely (220) 
oriented.  Microcrystalline silicon films and devices have 
been deposited using a pulsed PECVD technique.  Using 
this technique, µc p-i-n devices of greater than 4% 
efficiency have been deposited. 
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ABSTRACT

Hydrogenated microcrystalline silicon (µc-Si) has been
shown to possess suitable optoelectronic properties for use
as the absorber layer of p i n solar cells. The main advantage
of using µc-Si over the more commonly used hydrogenated
amorphous silicon germanium in multijunction cell is the
avoidance of the expensive germane gas. However, issues
concerning the deposition rate and open-circuit voltage need
to be addressed before µc-Si can become economically
viable for photovoltaic applications. This paper describes
approaches we propose for improving deposition rates by
using very high frequency and microwave excitation in
plasma-enhanced chemical vapor deposition. Key
techniques such as hydrogen dilution, ion bombardment,
control of movement of species in the film growth surfaces,
and use of strong etchant gases will be described.
Preliminary data will also be given.

1. Introduction
µc-Si solar cells have been extensively studied in the

last decade [1].  Recent progress has shown an initial
efficiency of over 10% for a single junction µc-Si solar cell
[2] and over 14% for an a-Si/µc-Si double-junction solar
cell [3]. The advantage of using µc-Si over a-SiGe alloy in a
solar cell is the avoidance of the expensive germane gas and
better stability.  However, several issues need to be
investigated before adopting µc-Si solar cells in production.
The first issue is the deposition rate.  In order to get
sufficient absorption of the long wavelength light, a few
micrometer thick intrinsic µc-Si layer is required.  For a
comparable throughput, the deposition rate of µc-Si has to
be much higher than that of a-SiGe alloy.  µc-Si is normally
made with hydrogen dilution, which significantly reduces
the deposition rate.  Therefore, the increase of  deposition
rate is very important for µc-Si solar cells. Jones et al. has
achieved a high rate deposition of µc-Si solar cells with a
Gas Jet system, an efficiency of 7.0% was obtained at a
deposition rate of 15 Å/s [4].  As the rate was increased to
60 Å/s, the cell performance became poor [5].  The second
issue is that the open circuit voltage (Voc) is low for µc-Si
solar cells.  To obtain a high efficiency double-junction
solar cell, a relatively thick a-Si top cell is necessary for the
a-Si/µc-Si double-junction structure, which may cause a
poor stability.

In our laboratory, we started working on the deposition
of µc-Si solar cells in July, 2001.  In this paper, we present
technical approaches for increasing the deposition rate and
show preliminary results on µc-Si solar cells.

2. Experimental Approaches
We have two multichamber systems using RF, VHF

and microwave excitations.  These systems have been used
for the deposition of a-Si and a-SiGe based solar cells at
high deposition rates [6,7].  As a first step, we use 75 MHz
VHF excitation to deposit µc-Si solar cells at deposition
rates around 3-5 Å/s.  High pressure has been shown to
improve µc-Si quality [5], attributed a reduction of high-
energy ion bombardment.  However, high pressure may
cause polymerization and produce powder in the plasma.
Furthermore, it is difficult to obtain uniform deposition over
a large area for high pressures.  We will use an external bias
on the substrate to control the ion bombardment.  High
hydrogen dilution is essential for µc-Si deposition.  It is
believed that hydrogen etching helps the growth of µc-Si.
Fluorine has a stronger etching effect than hydrogen.  We
plan to add fluorine-containing gases, such as SiF4, into the
plasma to improve material quality.  Other deposition
parameters, such as substrate temperature, pressure, and
electrode distance will be studied.

To increase the deposition rate further, we will use
microwave excitation.  We previously demonstrated that a-
Si alloys can be deposited at 100 Å/s with reasonable
quality [5].  We expect to obtain good quality µc-Si solar
cells for deposition rates ∼ 20-30 Å/s.

3. Preliminary Results and Discussion
In order to find out the amorphous to microcrystalline

transition, we first deposited single junction cells on
stainless steel (ss) substrate by varying the SiH4 to H2 ratios
in the intrinsic layer.  The J-V characteristics of the solar
cells were measured under an AM1.5 solar simulator at 25
ºC.  Figure 1 shows the Voc and FF of the solar cells, with
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Fig. 1. Voc and FF as a function of SiH4 flow rate for a
             fixed H2 flow rate.
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intrinsic layer thickness ∼ 2300 Å, as a function of SiH4
flow rate for a fixed H2 flow rate.  As the SiH4 flow rate is
decreased from 8 to 5 sccm, the Voc increases slightly, but
drops dramatically near flow rates ∼3-4 sccm, indicating the
transition from amorphous to microcrystalline phase.  The
FF also drops when the dilution ratio approaches the
microcrystalline formation regime.  The microcrystalline
formation depends not only on the hydrogen dilution ratio,
but also on the cell thickness.  For a thicker cell, one can
obtain  µc-Si at a lower dilution.

 We also deposited µc-Si single-junction and a-Si/µc-Si
double-junction solar cells on AgZnO back reflector coated
ss substrates.  The intrinsic µc-Si layer is ∼1.5 µm thick and
is deposited at a rate of ∼3-5 Å/s.  As listed in Table I, the
highest 0.25 cm2 active-area initial efficiencies are 5.6% and
10.7% for a µc-Si single-junction and an a-Si/µc-Si double-
junction solar cell, respectively.  Figures 2 and 3 show the J-
V characteristics and quantum efficiency of the double-
junction cell.  A significant long wavelength response is a
signature of microcrystalline silicon.  As can be seen from
Fig.3, the double-junction cell is current limited by the
bottom cell, continue optimization and stability studies are
under way.

4.    Conclusion
Technical approaches for making µc-Si solar cells at

high deposition rates are discussed.  Preliminary results
show an initial efficiency of 5.6% for a µc-Si single-
junction cell and an efficiency of 10.7% for an a-Si/µc-Si
double-junction cell. We just started this project in July,
2001. We expect to improve the cell performance and
increase the deposition rate by using approaches mentioned
in the paper.
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TABLE I. Initial J-V characteristics of µc-Si single-
                 junction and a-Si/µc-Si double-junction cells.

Structure Jsc
(mA/cm2)

Voc
(V)

FF Eff
(%)

µc-Si 20.40 0.443 0.609 5.6
a-Si/µc-Si 11.60 1.358 0.682 10.7
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ABSTRACT 
 
Thin films containing boron doped microcrystalline 

silicon were deposited by the standard RF PECVD system 
from a gas mixture of SiH4, H2, CO2 for the purpose of 
developing a new type of p-layer for use in a-Si superstrate 
p-i-n solar cells. Films were characterized by Raman 
spectroscopy, SIMS analysis and in-plane conductivity 
measurements as a function of B2H6, H2 and CO2 input 
flows. Lower B2H6 flow increased the c-Si fraction. On 
SnO2 substrates c-Si fraction increased with decreasing 
CO2 and increasing H2 flow.  On glass substrates, the c-Si 
level increased with H2 in the discharge but the CO2 level 
did not have any effect. For 150Å thick films, c-Si was 
observed on glass but on SnO2, a 10Å SiOx base layer was 
necessary to obtain c-Si phase in the films. 

 
Introduction 

 
There has been considerable effort focused on changing 

the structure of the p-layer from amorphous to 
microcrystalline in order to improve the performance of a-
Si:H based p-i-n solar cells. These µc layers are typically 
inhomogeneous with a mix of a-Si or a-Si:C with c-Si 
crystallites of several tens of nanometers.  The grain size, 
fraction crystallinity, and conductivity depend strongly on 
extrinsic variables such as the thickness and substrate and 
intrinsic variables such as H2 dilution and power.   

In a previous study we investigated the crystallinity of 
p-layers deposited from SiH4 / CH4 mixtures in a RF 
PECVD system and showed that films with controllable c-
Si volume fraction can be obtained at low power densities 
[1]. 

In the present work we investigate RF PECVD 
deposition and subsequent characterization of 
microcrystalline p-layers having CO2 in the feed gas.  The 
goal was to obtain two phase films of crystalline Si 
imbedded in a matrix of a-SiOx:H:C.  The idea is that such 
films incorporated in p-i-n type devices could give high 
currents due to the transparency of the amorphous phase 
and high voltages due to the highly conductive crystalline 
phase with a smaller junction surface.  Also, the presence 
of CO2 in the glow discharge would tend to decrease the 
reducing effects of the plasma on the thin conductive 
oxides used as the front contact in superstrate devices. 

 
Experimental 

 
The p-layers were deposited on 7059 glass and on 
untextured SnO2 coated soda lime glass substrates, and 

their crystallinity and deposition rates were determined by 
Raman spectroscopy and by profilometry [1]. 
    The main experimental variables were the hydrogen 
dilution and CO2 content in the feed gases.  The secondary 
parameters were discharge power density and doping gas 
(B2H6) level.  In designing experiments and interpreting 
results normalized flows rather than the actual gas flows 
were used.  These normalized flows were defined as, o = 
f(CO2) / [f(SiH4) + f(CO2)]; h = f(H2) / [f(SiH4) + f(CO2)]; 
b = 2 x f(B2H6) / [f(SiH4) + f(CO2)]. Substrate temperature 
was 150°C. Partial pressures were kept constant by 
introducing He as a buffer gas. 

 
Results 
 

In a first step, we have performed a deposition under 
conditions that favor crystallinity and evaluated carbon and 
oxygen incorporation into the film.  The conditions chosen 
were: f(SiH4) = 20 sccm; Power Density = 420 mW/cm2; 
Pressure = 1 Torr; h = 154;       o = 0.23; b = 1.5x10-3. 

Raman spectra of the films show the existence of a 
two-phase mixture consisting of c-Si and amorphous 
silicon phases.  Also, the film deposited on glass seems to 
have higher amounts of c-Si phase (45% vs. 35%). 

SIMS depth profile of the films indicate that the 
composition of the films are independent of the substrate, 
and oxygen and carbon content in the films are 
respectively 1022 and 7x1020. 

It is important to note that since the films have a c-Si 
and an amorphous phase, the latter must contain almost all 
the hydrogen, carbon and oxygen observed in the SIMS 
analysis.  Thus it can be concluded that the amorphous 
phase is essentially hydrogenated silicon oxide containing 
small amounts of carbon and boron. 

 
Effect of Diborane Level in the Discharge 

In the next step, films deposited at two different 
diborane dilutions b=0.015 and 0.0015 for a range of 
hydrogen dilution �h� were investigated for their 
crystallinity and deposition rates.  Total pressure, silane 
partial pressure and discharge power density were 
respectively 5 mT, 1 Torr and 168 mW/cm2. 

It is found that for a diborane concentration of b = 
0.0015, the onset of c-Si phase is observed at remarkably 
low hydrogen dilutions of h = 23 and 50, respectively, for 
7059 glass and tin oxide substrates, even at such a low 
power density utilized here. 

More generally, it is found that the fraction of c-Si 
increases with increasing hydrogen dilution and decreases 
with increasing diborane level.  However, the degree of 
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validity of this observation depends on the film deposition 
rates which are higher on SnO2 substrates.  This is because 
bonding rearrangement on the surface of the growing film 
that favors c-Si formation will be more extensive for low 
deposition rates.  Consequently, dependence of 
crystallinity on hydrogen dilution is only valid in the 
regions where deposition rates do not change appreciably. 

However the difference in crystallinity between glass 
and tin oxide substrates for a given diborane level might 
also be controlled, in addition to deposition rate, by the 
possible difference in the initial nucleation rate of 
crystallites on glass and tin oxide surfaces. 

The difference in deposition rates between glass and 
SnO2 substrates is most probably due to the voltage 
difference between the substrate and the plasma.  In the 
case of a conductive substrate such as SnO2 the surface is 
grounded and the potential difference between the 
substrate and the plasma is the plasma potential.  In the 
case of a glass substrate, the potential difference is the 
floating potential which, in general, is the substantially 
smaller than the plasma potential. 

Also observed was an increase in the deposition rate 
with a gas phase diborane concentration, which probably is 
related to the known ability of diborane in cracking silane 
molecules. 

 
Effect of Hydrogen Dilution: 

A number of films were deposited at different levels of 
hydrogen dilution for four different CO2 levels, with  b = 
1.5x10-3, all other deposition parameters being the same.  
c-Si content in these films is given in Figure 1 for glass 
and SnO2 substrates.  The data show that while the CO2 
level in the discharge does not seem to have an effect on 
the c-Si content, in the case of glass substrates it does 
control crystallinity of the films deposited on SnO2 
substrates.  Also as previously noted, increasing hydrogen 
dilution increases crystallinity and SnO2 substrates give a 
lower c-Si fraction than glass substrates.  The onset of 
crystallinity, as a function of hydrogen dilution is also 
different for the two substrate types being h < 23 for glass 
and h < 50 for SnO2. 

 
Crystallinity in Ultra-thin Films: 

Films with thicknesses of 150Å, comparable to p-layer 
thicknesses in operational devices, were deposited and 
their crystallinity characterized.  Two CO2 levels of 0.33 
and 0.5 were investigated with a hydrogen dilution of 50.  
Other deposition parameters were kept the same as before. 
Deposition times for these films were estimated from the 
deposition rates measured on thicker films deposited on 
SnO2 substrates.  Raman analysis of the films showed that 
on SnO2 coated substrates the films had all amorphous 
character while on glass substrates substantial crystalline 
fractions were observed for both CO2 levels. Since 
deposition rates on glass substrates are lower than on 
SnO2, on glass substrates, the c-Si phase forms at film 
thicknesses considerably less than 150Å.  It can then be 
concluded that lack of crystallinity on SnO2 coated 
substrates is not simply due to the small film thickness. 
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Figure 1. c-Si fraction as a function of hydrogen dilution 

for different levels of CO2 in the discharge 
 

To substantiate this observation similar films were 
deposited on the substrates coated in-situ with ≈10Å of 
SiOx. Raman spectroscopic analysis of these films 
indicates the presence of a c-Si phase.  For c = 0.43, 
numerical analysis of the data gives a c-Si volume fraction 
of 20% and 35% respectively for glass and SnO2 
substrates.  For c = 0.33, the analysis gives c-Si volume 
fractions of 44% and 34% respectively.  For both CO2 
dilutions deconvolution of the Raman data gives smaller c-
Si peak width for the films deposited on glass, suggesting 
that SiOx film thickness was thick enough to provide a 
base for c-Si nucleation but not thick enough to suppress 
totally the effect of the underlying substrate. 

 
Conclusion 

 
Two phase films of B doped c-Si imbedded in a matrix 

of a-SiOx:H:C for potential use as p-layers in a-Si:H based 
p-i-n solar cells were deposited by RF PECVD.  Structural 
properties of these films were characterized as a function 
of SiH4, CO2 and B2H6 gas flows.  Compositionally, the 
amorphous matrix contains an order of magnitude more 
oxygen than carbon insuring high transparency. Low 
power density used for the deposition coupled with the 
presence of CO2 and He buffer gas in the discharge lowers 
the risk of chemically reducing SnO2, during the 
deposition.  At film thicknesses required for the p-layers in 
devices, nucleation of the c-Si phase on SnO2 requires 
~10Å thick SiOx base layer which should be operationally 
benign in the solar cell. 
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ABSTRACT 
 

Triple-junction a-Si/a-SiGe/a-SiGe solar cells are 
fabricated in our laboratory using a multi-chamber, load-
locked PECVD system. By improving intrinsic layers, 
doped layers and using bandgap graded buffer layers for a-
SiGe component cells, we improved our triple-cell 
performance and achieved a 12.71% initial efficiency and a 
10.7% stable efficiency after 1000 hours of 1-sun light 
soaking. Samples sent to NREL for independent 
measurements show 11.8% total-area, or 12.55% active-area 
initial efficiency.  

 
1. Introduction 

This paper describes our recent progress in a-Si PV 
research, funded through NREL Thin Film Partnership 
Program. One of the objectives of this research is to develop 
and improve high-efficiency triple-junction solar cells. The 
general approach and experimental details were described in 
an earlier paper [1] and will not be repeated here. The 
device structure is SS/Ag/ZnO/n-i(bottom-a-SiGe)-p/n-
i(middle-a-SiGe)-p/n-i(top-a-Si)-p/ITO.  
 
2. Fabrication of Improved Component Cells 

Several approached were taken to improve the 
performance of top, middle and bottom component cells, as 
described in our recent reports [2]. First, we deposited all of 
the i-layers with high H dilutions, which are slight below 
the dilution level at which the material starts to show signs 
of microcrystalline formation. Second, we improved the p-
layer deposition by optimizing the deposition pressure and 
rf power. Third, we incorporated bandgap graded buffer 
layers [3] for the bottom and middle a-SiGe cells. With 
these approaches, the performances of the component cells 
are improved. Table 1 shows the performance of improved 
top, middle and bottom cells on bare stainless steel substrate 
(SS) and on Ag/ZnO back-reflector coated stainless steel 
substrates (BR). These performances are much improved 
from our previously reported results [1]. The devices were 
put under one-sun light for 1000 hours at 50 oC for stability 
test. The stability result is also shown in Table 1.  
 
3. Fabrication of Triple-Junction a-Si Solar Cells 

With a careful analysis of the light spectrum of our 
solar simulator, we improved the current matching among 
component cells. After incorporating improved component 
cells into our triple-cell fabrication, we achieved the 
fabrication of a-Si/a-SiGe/a-SiGe triple cells with 12.7% 
initial efficiency. Figure 1 shows the IV curve of the 12.7% 
triple cell, GD585. The performance for the triple cell is 
Voc=2.29V, Jsc=8.34 mA/cm2, FF=66.5% and the initial 
efficiency is 12.7%.  

                           
Figure 1  IV curve of a UT fabricated triple cell, showing 
12.7% initial, active-area efficiency. 
 

Figure 2 shows the quantum efficiency curves of 
the component cells in this triple cell. At the top of Figure 2, 
we show the calculated short circuit currents of the 
component cells under both UT simulator and the AM1.5 
global spectrum. Since the Xenon lamp spectrum does not 
match exactly the AM1.5 global spectrum, different short 
circuit currents were obtained when being calculated using 
different spectrums. It should also be pointed out that the 
top cell current was calculated with wavelength longer than 
370 nm. Therefore, the actual current should be larger than 
the current of shown in the figure for top cell by about 0.3 
mA/cm2 according to our estimate. 

UT  QE GD585-3#34     1/27/01
Under AM1.5GL Top=6.87, Mid=7.54, Bot=8..62, Total=23.03 mA/cm2
Under UT-lamp Top=7.19, Mid=7.98, Bot=7.34, Total=22.51 mA/cm2
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Figure 2  Quantum efficiency curve of 12.7% cell (GD585) 
showing the QE for top, middle and bottom cells. The figure 
also shows the short circuit current under UT simulator and 
AM1.5 spectrum. 
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Some triple cells fabricated at UT were sent to 
NREL for independent measurements. Table 2 shows the 
measurement for GD585 measured at NREL and UT, which 
agree with each other very well. The small difference in the 
Jsc and FF is because UT’s simulator is slightly insufficient 
in the red, leading to a lower FF and a higher Jsc. The total-
area η measured by NREL for GD585-3#33 is 11.8% 
(12.55% active-area), as shown in Figure 3.  

 
Figure 3  IV curve of GD585 measured at NREL, showing 
11.8% initial, total-area efficiency. 
 

We have conducted light soaking stability tests for 
these UT fabricated triple-junction solar cells [2]. After 
1000 hours of one-sun light soaking at 50 C,  these triple 
cells degrade around 11-12% and show stable active-area 
efficiency above 10.5% with the highest stable efficiency 
(active area) at 10.7%, shown in Fig. 4. The achievement of 
10.7% stable efficiency is a significant improvement from 
our previously fabricated triple junction solar cells. 

 
Figure 4. I-V curve of a triple cell showing 10.7% stable η.  
                       
4. Summary 

Incorporating improved component cells into triple 
cell fabrication, we achieved triple-junction a-Si/a-SiGe/a-
SiGe solar cells with 12.7% initial active-area efficiency. 
NREL measurements for these cells show 11.8% initial 
total-area efficiency (12.55% active-area efficiency). After 
1000 hours of light soaking, these triple cells stabilized at 
efficiencies of 10.5-10.7%, with a degradation of 11-12%.  
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Table 1 IV performance of top, middle and bottom component cells before and after 1000 hours of light soaking with 1 sun 
intensity at 50 oC. 

Cell 
Number Cell Type Subs  Voc 

(V) 
Jsc 

(mA/cm2) 
FF 
(%) 

η 
(%) 

Degradation (%) 

Top SS Initial 1.00 9.49 71.61 6.77  Gd550-1 
  Stable 0.98 9.20 66.66 6.01 11.23 

Middle BR Initial 0.80 18.95 65.51 9.97  Gd572-2   Stable 0.78 19.63 54.14 8.29 16.85 
Bottom BR Initial 0.62 22.85 60.96 8.57  Gd575-2   Stable 0.62 22.94 52.44 7.41 13.54 

 
Table 2 IV data for GD585 measured at UT, USSC and NREL. 

Cell# Voc Isc FF  Active 
area 

Active-
area η 

 Total 
area 

Total-
area η 

 Measurem’t 
Lab 

 (V) (mA) (%)  (cm2) (%)  (cm2) (%)   
UT585-3#33 2.293 2.084 66.50  0.25 12.71     UT 
UT585-3#22 2.286 2.046 66.35  0.25 12.41     UT 
UT 585-3#33 2.3234 2.0591 67.17  0.256 12.55  0.272 11.81  NREL 
UT 585-3#22 2.3191 2.0331 66.14  0.255 12.41  0.271 11.68  NREL 
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ABSTRACT

Results of characterizing stressed and unstressed
CdTe solar cells using admittance spectroscopy are
presented herein.  Measurements were performed in the
frequency range from 20Hz to 30MHz and in the
temperature range from 10°C to 100°C.  Trapping states
with a wide variety of characteristic frequencies were shown
to exist in all cells studied.  Estimates made using two
separate methods show the trap concentration to be
comparable to, or higher than, the bulk carrier
concentration.  The frequency and temperature dependence
of both capacitance C(f, T) and conductance G(f, T) were
used to provide estimates of the density of states function
Dt, the capture cross section σt, and the position in the band
gap Et, for at least one trapping level/narrow band.

1.  Introduction
A better understanding of trapping states and their

influence on degradation is important for further improving
the performance of CdTe thin film polycrystalline solar
cells.  Admittance spectroscopy (AS) electrical
measurements, developed by Losee [1] and expanded upon
by Cohen and Lang [2], have the potential to be an
informative tool for characterizing trapping levels/bands in
CdTe [3] solar cells.

2.  Basics of the method
Due to band bending in the depletion layer of a cell, the

Fermi level EF crosses the trap level Et at some distance
from the interface, xt (crossing point). The oscillating
(testing) voltage causes the electric charge accumulated by
traps to oscillate in the vicinity of xt. Oscillating current due
to trap recharging has both in-phase and out-of-phase
components, providing the trap-related capacitance Ct and
conductance Gt.  These are connected in parallel with the
common (unrelated to traps) diode capacitance Cd and
conductance Gd (for a similar model used with CIS see ref
4). The trapped electric charge follows the applied voltage
oscillations only if their frequency does not exceed the trap
characteristic frequency, ωt, which is mainly determined by
the emission rate. Thus the total measured capacitance Ctot
and conductance Gtot are described by the equations:

Ctot = Cd + Ct
o/[1+(τω)2];

Gtot = Gd + Gt
o{(τω)2/[1+(τω)2]} (1)

where τ = ωt
-1 = Ct

o/Gt
o is the trap characteristic time and ω

is the angular testing frequency.
It is seen from Eqs. 1 that in the presence of traps, Ctot

decreases and Gtot increases with increasing frequency.

Comparison of measurements at high and low ω  (ωHF>> ωt;
ωLF << ωt) provides estimates of Cd, Gd, Ct

o and Gt
o:

Cd = C(ωHF); Gd = G(ωLF);  Ct
o = C(ωLF) - C(ωHF);

Gt
o = G(ωHF) - G(ωLF). (2)

In turn, comparison of Ct
o, Gt

o with Cd, Gd can be used to
estimate the single-level trap concentration. In the case of
several types of traps with different characteristic
frequencies, this method could be used for the
comprehensive estimation of the total trap concentration. To
detect and study a particular trap state, an additional useful
opportunity is provided by the analysis of the derivatives
dC/dω and dG/dω. Both derivatives should demonstrate
peaks at the same frequency, ωp, where ωp=ωt/31/2, and the
magnitudes of these peaks are:

dC/dω|ωp = -[3 (3)1/2/8](Ct
o/ωt)

dG/dω|ωp = -[3 (3)1/2/8](Gt
o/ωt) (3)

The temperature dependence of a peak’s (characteristic)
frequency can be used to estimate the trap level position, Et-
Ev, and the capture cross section, σt. Assuming that the cross
section is independent of temperature, the temperature
dependence of ωt is then determined by the equation:

ωt(T) = 2σt vThNv exp[-(Et-Ev)/kT] (4)

Here vTh is the average thermal velocity of holes, Nv is the
effective density of states in the valence band. In CdTe at
room temperature, vTh ≅107cm/s and Nv ≅1.5x1019cm-3.  The
Et-Ev value and the capture cross section are determined
respectively from the slope of the graph ln[ωtT-2] vs 1/T and
from its intersection with the axis 1/T=0.

3.  Experimental results and discussion
The cells studied were fabricated at First Solar, LLC.

(FS) with CdS and CdTe deposited using vapor transport on
SnO2:F-coated soda-lime glass substrates.  In order to study
potential degradation mechanisms, back contact processes
and stress conditions were selected to provide significant
degradation (~ 25% loss in efficiency and 15% loss in Voc).
The admittance spectra were measured using LCR meters in
the angular frequency range of ω ≅ 126 to 1.8×108 s-1. The
oscillating voltage amplitude was 0.01 V.  The C(ω) and
G(ω) spectra measured on as-prepared and stressed cells had
the same major features. A decrease in capacitance of more
than two times and an increase in conductance by two
orders of magnitude in the range ω<6x105Hz exist.  This
indicates a total trap concentration exceeding the “doping
level” found from C-V measurements to be  ~5x1014cm-3.
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For studying slow (deep) traps, the transients in
capacitance and conductance were measured via a switching
applied bias: 0V � –1V� 0V, while holding at –1V for
about two minutes. The testing voltage frequency was
1MHz.  Even 5 or more minutes after switching back to
Vbias = 0, the C value did not return to its initial value. It is
unclear whether the observed long-term relaxation is totally
due to the recharging of slow electronic states, or if there is
some contribution of migration and spatial redistribution of
highly mobile ions such as Cui

+.  If the difference in the C
values before and immediately after exposure to the reverse
bias is due to slow traps (τ=>3sec), then the concentration of
these very slow traps should be greater than 2N.

Fig.1. dG(T)/dω vs frequency for a stressed CdTe/CdS cell.

The analysis of the capacitance and conductance
derivatives upon frequency revealed peaks that could be
attributed to a single level or narrow band of traps. The peak
frequencies differ for the as-prepared and stressed cells. For
the former, ωt1 ≅ 6x106s-1 at room temperature, while for the
latter,=ωt2 ≅ 6x105s-1.  Another difference is that the stressed
cells demonstrate a considerable shift of characteristic
frequency ωt2 with increasing temperature (see Fig. 1),
while ωt1 shifts only slightly. The latter contradicts simple
theory and demands more thorough studies of its nature and
the corresponding electronic states in the as-prepared cells.
Using the data presented in Fig. 1 for the stressed cell, the
energy of the trap level and the capture cross section were
determined as described in Sec.2. The obtained value Et-
Ev=0.37eV agrees with the level for CuCd substitutionals
[5,6].  The capture cross section σt≅1x10-15cm2 does not
seem unreasonable for a singly charged trap for holes.

To obtain additional information on the trap density of
states (DOS) function, Dt(Et), we have used the method
developed in [7].  The Dt(Et) is derived from the C(ω)
spectra using the equations:

Dt(Et) = -FUd/(qxd)(dC/dω)(ω/kT);
Et = kT ln[2vTh(T)σt=Nv(T)/ω];   F = [Ud/q(Et-EF)]1/2, (5)

where Ud is the band bending over the depletion layer. In
our calculations we used Et=0.37eV as determined above,
and the Fermi level EF was calculated based on the carrier
concentration value derived from the C-V profile. The
Dt(Et) function obtained in this way for the stressed cell is
presented in Fig. 2. The major features are as follows: (1)
the trap level is considerably broadened, the trap band width

at half of the maximum Dt(Et) value is about 0.05eV; (2)
integrating the DOS function over Et provides the trap
concentration Nt ≅1x1015cm-3, which is close to the doping
level N.  The expression for the F factor (see Eqs.5) is valid
only if the trap concentration is much less than the doping
level. Our preliminary analysis based on refining the theory
presented in [7] shows that the maximum DOS value should
be increased and the shape of the DOS peak corrected.

To clarify the influence of processing procedure, AS
measurements were performed on cells with FS CdS/CdTe
material with the ZnTe:Cu/Au and Cu/Au back contacts
completed at CSM. The major features of the capacitance
and conductance spectra were in general similar to those for
the FS cells. In particular, the total trap density was found to
exceed the doping level. At least two well pronounced peaks
in dG/dω were found for each cell; one in the frequency
range of 0.1 to 1 MHz, and the other at about 10 KHz. The
positions and magnitudes of these peaks varied for cells
with different back contacts and changed after stressing.

Fig. 2.  Density of states for a stressed CdTe/CdS cell.

4. Conclusions
 The results obtained show that admittance

spectroscopy can be successfully used for detecting and
studying traps in CdTe solar cells and to monitor the
influence of processing procedures and stressing. It was
found that the total concentration of different types of traps
could considerably exceed the doping level in CdTe. The
characteristic times of traps, hence their energy level
positions, vary widely. There exist high concentrations of
very slow (deep) traps that can be presumably attributed to
grain boundary states. Trap bands with energies around
0.35eV above the valence band may be attributed to the
CuCd substitutions. The energy level of these traps is
broadened to a band with a width of about 0.05eV.
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ABSTRACT 
 
 Cathodoluminescence (CL) is used to study the evolution 
of the electro-optical properties of the back surface of  
CdS/CdTe PV device material during the initial process steps 
of fabricating the NREL ZnTe:Cu contact.  Results show that 
both heating and ion-beam milling lead to generation of 
defects at the location that will become the CdTe/ZnTe 
interface.  CL can also identify effects due to Cu diffusion into 
the CdTe following deposition of the ZnTe:Cu layer. 
 
1. Introduction 

A process to contact CdS/CdTe PV devices has been 
developed at NREL that uses a sequence of high-
temperature, vacuum-processing steps.  These steps include: 
pre-deposition heating, ion-beam milling the CdTe surface, 
sputter deposition of a ZnTe:Cu interface layer, and sputter 
deposition of a Ti outer metallization.  Although this contact 
has demonstrated fill factors approaching 77% [1], and good 
stability, the mechanism of current transport from the 
ZnTe:Cu contact interface into the CdTe remains unverified. 
It has been suggested that low-resistance transport of holes 
between the CdTe and ZnTe:Cu proceeds via valence-band 
alignment at the interface.  However, it is also known that 
ion-beam milling tends to disrupt CdTe surfaces, and 
therefore this interface may be highly defected [2].  Initial 
efforts to assess the nature of the CdTe surface have 
included small-spot compositional analysis [3].  These 
studies have detailed effects that heating and ion-beam 
milling have on residuals resulting from various CdCl2 
treatments.  However, the effect of these same heating and 
milling processes on the electro-optical properties of the 
near surface remains largely unexplored. 

In this study, variable-energy, spectroscopic cathod-
oluminescence (CL) has been used to study recombination 
in the near-surface region of CdTe devices following 
various stages of the ZnTe:Cu contact process.  This 
analysis indicates that both pre-deposition heating and ion-
beam milling produce defect complexes that will likely 
affect interfacial current transport. 
 
2. Experimental 

The CdS/CdTe material used in this study was 
produced at First Solar LLC.  The CdS and CdTe layers are 
deposited on 3-mm soda-lime glass by the vapor-transport 
deposition (VTD) process to thicknesses of ~300 nm and 
~4.5 µm, respectively.  Following active layer deposition, a 
vapor CdCl2 treatment was performed at First Solar.  All 
material used in this study was cut from the same 4”x4” 
sample plate (#A98082446B2). 

ZnTe contacting is performed by cutting a small sample 
(~4 cm2) from the larger sample plate, rinsing it with 
methanol, and placing it into a multi-source vacuum 
deposition system.  The system is pumped to ~5x10-8 torr, 
after which the substrate heater (boron-nitride element) is 

energized to a constant voltage of 26 V.  This voltage 
produces a substrate temperature of ~360°C, determined by 
placing a 0.32 cm thick Al block with an imbedded 
thermocouple at the substrate position, and allowing the 
block to equilibrate for 2 hours. 

One device with a “standard contact” was fabricated for 
this study.  The contact was produced using a sequential 
process involving 2-hr temperature equilibration, ion-beam 
milling the CdTe surface to a depth of ~100 nm, r.f.-sputter 
deposition of ~0.5 µm of ZnTe:Cu (~6 at.% Cu), and d.c.-
sputter deposition of ~0.5 µm Ti.  To allow CL analysis, the 
Ti layer from one part of this sample was chemically etched. 
Measurements from the same device (with the Ti intact) 
demonstrated performance of 806 mV and a fill factor of 
74%.  Other samples were prepared in separate deposition 
runs to study the effect of the pre-deposition heating (0, 2, 
and 5 hours) and ion-beam milling (0, ~100-nm, and ~200-
nm in depth) on the CdTe near-surface region.  Preparation 
of these samples excluded ZnTe:Cu or Ti layer deposition, 
and thus, device performance could not be assessed. 

CL measurements were performed in a JEOL 5800 
scanning electron microscope at a sample temperature of 
77K.  A faraday cup was used to measure the beam current, 
and an Oxford MonoCL2 monochrometer equipped with a 
Ge detector was used to collect CL spectrum.  This detector 
examined the entire CL spectral range from 0.7 to 1.7 eV.  
 
3. Results and Discussion 

Figure 1 shows the CL spectra of an as-received sample 
(no heating or ion-beam milling).  The spectra is dominated 
by a free-exciton emission (FE) at 1.58 eV and several 
donor-acceptor pair (DAP) transitions at 1.3-1.5 eV.  This 
type of spectra is consistent with Te-rich films because the 
acceptor of the DAP has been related to cadmium vacancies 
[4].  Monochromatic images of the FE and DAP peaks 
identified in Figure 1 are shown in Figure 2a and 2b, 
respectively.  Figure 2a shows that the FE emission is 
located primarily within the grains while grain boundaries 
act as non-radiative recombination centers for this emission.  
Figure 2b indicates that, although the distribution of the 
donors and acceptors of the DAP transition are more diffuse 
than the FE emission, the centers of large grains and grain 
boundaries are the most luminescent regions. 
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Figure 1.  CL spectrum of as-received CdTe material acquired 
from backside at 20 keV beam energy. 
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The effect of a 2-hr heat treatment on the CL is shown 
in Figure 3.  Exciting closer to the surface (at 10 keV beam 
energy, maximum emission intensity at ~200 nm depth), 
deep level (DL) bands emerge at ~1.1 and ~0.8 eV.  The 
luminescence at ~1.1 eV is associated with Te vacancies 
(VTe), while the emission at 0.8 eV is related to an acceptor 
complex involving cadmium vacancies (VCd) [5].  
Therefore, standard heating alone produces both VTe and 
VCd in the near surface.  Increasing the beam energy to 30 
keV (maximum emission intensity at ~700 nm depth), the 
DL and FE emissions are reduced significantly and the DAP 
emission dominates, indicating that the defects caused by 
standard heating occur near the surface and not the bulk.  
Although not shown, CL of samples heated for 5 hrs reveals 
the FE emission near the surface is quenched, suggesting 
that heating in high vacuum yields highly defective surfaces. 

Figure 4 shows that ion-beam milling increases the ratio 
of DL to DAP emissions.  Further, the DL defects due to Cd 
vacancies (~0.8 eV) are generated faster than Te vacancies 
(~1.1 eV).  This result is insightful because the earlier 
compositional analysis indicated that the ratio of surface Cd 
to Te remained constant after ion-beam milling [3]. 

 

 
Figure 5 shows CL analysis of a device with a 0.5-µm 

thick ZnTe:Cu layer present.  The low-energy (10 keV) 
spectra suggests that Cu diffusion from the ZnTe:Cu (as 
observed by SIMS analysis) eliminates the DAP emission 
near the interface and produces a CuCd emission [1,4].  
Higher energy analysis (30 keV, ~700 nm depth) shows that 
the DAP complex remains active deeper in the CdTe.  This 
result suggests that electrical activation of Cu, and thus the 
electrical properties of the CdTe, may change significantly 
as a function of distance from the ZnTe:Cu/CdTe interface.   
 
3. Conclusions 
 CL is a powerful tool for probing mechanisms associated 
with ohmic contact formation to polycrystalline CdTe.  These 
initial studies show that substrate heating and ion-beam 
milling generate defects in the region that will become the 
ZnTe:Cu/CdTe interface.  Correlation of some of these defect 
levels to Cu incorporation has already been reported in 
existing photoluminescence literature.  These assignments 
suggest a VCd defect is produced near the surface of CdTe by 
heating and milling.  This defect is eliminated following 
ZnTe:Cu deposition, producing a new defect related to CuCd.  
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Figure 2.  Monochromatic CL images of as-received CdTe at 10 
keV for (a) FE at 1.58 eV and (b) DAP emission at 1.3-1.5 eV. 
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Figure 3.  Effect of 2-hr heat treatment in vacuum on CL 
spectrum of CdTe. 
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Figure 5.  CL spectra of CdTe back surface following standard 
ZnTe:Cu/Ti deposition (with Ti layer removed). 
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Figure 4.  Effect of ion-beam milling on CL spectrum of CdTe. 
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ABSTRACT

     This paper describes the performance of a 1-kWac CdTe
PV array from First Solar (formerly Solar Cells, Inc.)
operated at NREL from June 1995 to November 2000. The
PV array operating efficiencies over the 5.5-year period
were calculated from 15-minute averages to determine
changes in seasonal and annual performance. Performance
measurements of each module were also made before
installing the modules outdoors and again in August 2000
using NREL’s indoor SPIRE 240A pulsed solar simulator
and the Standard Outdoor Measurement System (SOMS).
Although some modules showed increases in efficiency and
others decreases, the average efficiency of the modules in
the PV array did not change. For modules that showed
changes in efficiency, analysis of module I-V parameters
indicated that the changes in efficiency were primarily a
consequence of changes in fill factor.

1.  Introduction
     In June 1995, a 1-kWac CdTe PV array [1] was installed
at NREL’s Outdoor Test Facility to determine its system
operational characteristics over a period of several years
with regard to reliability and operating efficiencies. The PV
array consists of 24 PV modules from First Solar, faces
south with a tilt angle of 30° from horizontal, and is
connected to the utility grid through a 2-kW Omnion Series
2200 inverter in a bipolar configuration.
      In-situ data for the system were recorded as 15-minute
averages using a Campbell Scientific data acquisition
system (DAS). The 15-minute averages were used to
calculate PV array operating efficiencies over the 5.5-year
period (June 1995 to November 2000). Performance
measurements of each module were also made before
installing the modules outdoors and again in August 2000
using both the indoor SPIRE 240A pulsed solar simulator
and the Standard Outdoor Measurement System (SOMS).

2. PV Array Efficiency
     Figure 1 shows PV array efficiency as a function of time.
Efficiencies were calculated from the DAS 15-minute data
and restricted to plane-of-array irradiance values, measured
with an Eppley pyranometer, from 950-1050 W/m2, except
during the months of November through January, when the
irradiance was restricted to values from 850-1050 W/m2.
Data were corrected to account for sensor drift and
calibration. Figure 1 shows seasonal changes due to
temperature and spectrum and a small year-to-year decrease
in efficiency. Based on a linear least-squares fit, the
performance of the array decreased at a rate of 0.7% per
year over the 5.5-year period. If only the first four years of

operation are examined (to eliminate the fall of 1999, which
was abnormally dusty, and the year 2000, when inverter
problems occurred), the performance of the array decreased
at a rate of 0.6% per year. If projected over the 5.5-year
period, this rate would yield a loss in performance of 3.3%.

Fig 1. Array efficiency from DAS 15-minute averages as a
function of time.

3. Individual PV Module Analysis   
     Figure 2 portrays a summary of performance changes
between baseline and end-of-test (EOT) values in bar-graph
format, plotted along the vertical axis for each module.
These changes were derived using average efficiency values
from multiple I-V points where possible, computed as
ηEOT/ηBase –1. SPIRE and SOMS measurements are
depicted. The modules on the left of the graph improved
with time and those on the right degraded with timea.
Because SPIRE and SOMS measurements have different
errors (both systematic and random), their results do not
compare exactly. However, the differences (8% or less) in
results are within the range of values expected for the ±5%
error uncertainty of the measurements. For example, for
module no. 14708, the SOMS efficiency exhibits little
change (-0.7%), but the SPIRE data shows a 6.5% decrease.
     Analysis of module I-V parameters reveals that most of
the changes in performance can be traced to FF changes.
Figure 3 portrays this clearly from SPIRE and SOMS data, a
bar-graph plot of relative changes in FF plotted for each
module. Comparing Figures 2 and 3, it appears that in some
cases—data toward middle and right of the graph—the
relative FF changes were actually larger than those in the

                                                     
a The module with the largest decrease in efficiency was no.
12504, a prior-technology module used to replace a module
broken during handling. By not including this module, the
SPIRE-measured increase in efficiency for the group would
be 3% as compared to 2%.
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efficiency. Removing modules toward the middle of the
graph from consideration—where overall changes in
efficiency are minimal—results in both variance and
similarity between SPIRE and SOMS data. For data where
relative changes to the efficiency are ±4% or more, FF
changes generally accounted for over 80% of the relative
changes, followed by changes in Voc accounting for 20–
30% of those changes. For modules whose performance
degraded the most—toward the right in Figures 2 and 3—
changes in FF range between 50% and 150% of the
efficiency changes for both data sets (SPIRE and SOMS). In
cases where the relative FF losses are larger than the entire
efficiency losses, there must be opposing increases in either
or both Voc and Isc.  But there is no systematic trend in
these cases—sometimes the Voc change has the same sign
as the FF change, at times the opposite sign. Hence, for all
the agreement between SOMS and SPIRE data shown in
Figure 2, there may yet be some measurement issues.  These
could be in part associated with pathological problems in
performing I-V measurements in some CdTe and other thin-
film PV devices—such as capacitance or transient effects.

Fig 2. Relative efficiency changes measured using SPIRE
and SOMS plotted against module serial number.

Fig 3. Relative FF changes measured using SPIRE and
SOMS plotted against module serial number.

     Figure 4 illustrates each module’s efficiency at baseline
and end-of-test (EOT). The data in this figure represent the
average efficiency formed from SPIRE and SOMS
measurements at the two junctures. In some cases, there
were multiple SPIRE and/or SOMS measurements at
baseline and/or EOT. The average values depicted represent

the average of SPIRE measurements that were then
averaged with the average of the SOMS measurements.
Figure 4 shows that some modules improved while others
degraded over the 5.5 years of exposure. There is little
obvious trend as to which modules improved and which
degraded. For example, it is not always the case that the
modules that started with lower than average efficiency
improved, or vice versa.

Fig 4. Baseline and end-of-test efficiencies computed as the
average of SPIRE and SOMS data.

4. Summary
     Reliability of the 1-kWac CdTe PV array from First Solar
was excellent. None of the modules failed during the test
period (the only module replaced was broken during
handling). PV array efficiencies calculated using over eight
thousand 15-minute averages indicated a loss in
performance of 0.6% per year, or 3.3% for the 5.5-year test
period. This level of stability compares favorably with
crystalline silicon modules that degrade at slow, but
measurable rates of less than 1% per year [2].
     As a group, the average efficiency of the modules over
the test period increased by 2% and 0.3% based,
respectively, on SPIRE and SOMS measurements.
Individual module efficiency changes ranged from –14.7%
to +21.9% based on SPIRE measurements and from –13.6%
to +23.0% based on SOMS measurements. The absolute
accuracy of SPIRE and SOMS efficiency measurements is
estimated at ±5%.
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ABSTRACT

Knowledge and understanding of defect levels in thin
film CdTe solar cells is limited and often difficult to obtain
due to the complexities associated with these devices, such
as grain boundaries and interdiffused/graded interfaces.  In
this paper results obtained using double boxcar and
correlation deep level transient spectroscopy (DLTS) are
presented, and the limitations of each technique as dictated
by the polycrystalline nature of the CdTe/CdS
heterostructure are discussed.  Dark and illuminated J-V and
dark C-V measurements were performed in order to monitor
any changes in solar cell performance during the DLTS
studies.  The DLTS measurements were carried out in the
90-450°K temperature range, and the CdTe solar cells
studied were exposed to CdCl2 heat treatments in the range
of 360-390°C.  Hole traps with activation energies of 0.32,
0.45, and 0.73 eV were found in most of the samples
studied.  An electron trap with EA≈EC-0.14 eV was observed
only in samples with low open-circuit voltages and fill
factors, and is believed to be a performance-limiting defect.
The effect of the above defect levels on device performance
was modeled using AMPS.

1.  Introduction
CdTe/CdS based thin film solar cells fabricated on float

glass continue to be one of the most promising technologies
for low cost terrestrial applications.  Although much is
known about the properties of the individual
semiconductors, the CdTe/CdS heterojunction is often
difficult to characterize due to the complexity associated
with its polycrystalline nature and the creation of
interdiffused regions such as Cd1-xSxTe, which lead to
structural, compositional, and electronic variations along all
directions.  A critical process that has proven to
considerably enhance the performance of CdTe/CdS solar
cells is a heat treatment in the presence of CdCl2.  Although
the details of the process itself may vary, its effect on the
device performance is always beneficial regardless of the
semiconductor deposition process.  The performance
enhancement is partly due to the recrystallization of both
CdTe and CdS layers and the creation of an interdiffused
region, at the CdTe/CdS interface.  This paper summarizes
our efforts to evaluate CdTe/CdS heterojunctions using deep
level transient spectroscopy (DLTS).  The devices were
exposed to the CdCl2 treatment in the temperature range of
360-390°C.  The higher values are close to what is believed
to be the most widely used range of optimum temperatures

of 390-410°C.  Additional information on sample
preparation can be found elsewhere [1].

2. Deep Level Transient Spectroscopy
Deep level transient spectroscopy was originally

developed by Lang [2], and is a powerful technique widely
used to identify deep levels in Schottky and p-n junction
structures. Different modifications of DLTS have been
developed to resolve issues such as the multi-exponential
behavior of the capacitance transient [3,4]. Conventional
(boxcar) DLTS has been used to study deep levels in
CdTe/CdS heterojunctions, however, identification of the
chemical nature of the impurities has not been done for
many of the observed levels.  In many instances Cd vacancy
related defects have been assigned.  For this work both the
boxcar and correlation DLTS approaches were utilized for
studying CdTe/CdS solar cells.  More details on this can be
found elsewhere [1].

3. Results and Discussion
3.1 Effect of Boxcar DLTS Experimental Conditions on
Device Performance

It was observed, as illustrated in table 1, that the
exposure of devices to the boxcar DLTS conditions i.e.
temperature sweeps/electrical bias, had a significant impact
on device performance.  The devices shown in table 1 were
exposed to several temperature cycles from 100-450°K and
were held at a reverse bias of 1 volt.  Additional
experiments suggested that the observed changes were due
to the combined effect of temperature cycling and reverse
bias.  The effect of exposing the samples to temperature
cycling or electrical bias alone, did not significantly affect
device performance.

Table 1.  Effect of boxcar DLTS on solar cell performance.

Initial After
1st run

After
2nd run

After
recovery

VOC; (V) 0.841 0.813 0.805 0.813
FF 0.684 0.641 0.638 0.665
Eff.; (%) 10.58 9.81 9.69 10.18

Figures 1 and 2 show CdTe/CdS DLTS spectra and the
corresponding Arrhenious plots obtained using the boxcar
method.  This data set demonstrates another limitation of the
boxcar approach:  the difficulty resolving to resolve
overlapping peaks.  The peak associated with a defect level
labeled H7 overlaps with the peak labeled H8, which is of
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greater amplitude.  It should be noted that even small
uncertainties in the determination of the position of a DLTS
peak could cause significant errors in determining the defect
level parameters.  In an effort to obtain more reliable data
and improve the resolution of DLTS, the correlation DLTS
approach was implemented.

3.2 Results of Correlation DLTS
The correlation DLTS method provides several advantages:
(a) since the trap information is extracted directly from
capacitance transients it is not necessary to thermally cycle
the device several times, therefore not exposing the samples
to excessive stresses that lead to changes in device
performance;  (b) the maximum temperature can be limited
to lower levels than those required by the boxcar method,
again limiting any performance changes during the
measurement; (c) overlapping peaks such as those shown in
fig. 1 can be more accurately resolved.  Additional
information on the correlation DLTS method can be found
elsewhere [5].

Table 2 lists the solar cell performance of a set of
devices and the deep levels obtained for each cell using the
correlation DLTS technique.  Missing concentration data are
due to too high capacitances that lied outside our
instrument’s range.  The primary difference between these
samples is the presence of electron trap E1 in the first two.

The temperature for the CdCl2 treatment of these samples
was 360 and 370°C respectively.  The electron trap is absent
from the samples annealed at 380 and 390°C.

Table 2. Deep levels found in CdTe/CdS solar cells;  CdCl2
TANNEALING: 360, 370, 380, and 390°C from top to bottom.

Solar Cell
Characteristics

Trap ID EA
[eV]

�n
[cm2]

NT
[cm-3]

VOC = 0.818 V E1 EC - 0.14 9.0×10-18 3.5×1012

FF = 0.65 H7 EV + 0.45 2.4×10-14 6.0×1012

Eff = 8.4 % H8 EV + 0.72 4.2×10-13 8.3×1013

VOC = 0.827 V E1 EC - 0.14 1.9×10-18 4.8×1012

FF = 0.68 H4-6 EV + 0.32 3.5×10-18 2.7×1012

Eff = 11.0 % H8 EV + 0.72 9.1×10-13 -
VOC = 0.839 V - - - -

FF =  0.69 H4-6 EV + 0.36 4.8×10-18 7.2×1012

Eff = 11.2 % H8 EV + 0.76 2.1×10-12 -
VOC = 0.843 V - - - -

FF = 0.67 H4-6 EV + 0.34 6.1×10-18 3.4×1012

Eff = 11.0 % H8 EV + 0.72 8.1×10-12 -

In order to determine the influence of the above traps on
device performance, AMPS 1-D was utilized to calculate
solar cell efficiency as a function of the concentration of
these traps.  Although hole traps H4-H8 affect the device
performance, their influence is only significant at relatively
high concentrations (>1014 cm-3).  However, the presence of
electron trap E1 results in lower efficiencies even at low
concentrations (<1014 cm-3).  The modeling results are
summarized in fig. 3
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ABSTRACT 

 
We study the nonlocal response to the laser beam in 

CdTe photovoltaics.  The laser-generated plasma is shown 
to spatially decay over a considerable distance. This affects 
the surface photovoltage and open circuit voltage far from 
the laser spot. Associated with such nonlocal response are 
also features in PL mapping where different excitation 
powers lead to different map topologies. We have developed 
a theory that expresses the effects of laser-generated plasma 
spreading in terms of the semiconductor film photovoltaic 
parameters. 
 
1. Introduction 

It is assumed in most photoluminescence (PL) studies 
that the laser-beam-generated charged carriers do not 
propagate far into the surrounding area and thus PL is 
emitted directly from under the laser beam.  PL mapping 
and micro-PL mapping [1] are well known implications of 
that assumption aimed at studying variations in local 
properties of a material. Optical beam induced current 
(OBIC) techniques proceed from the analogous premise [2]. 
However, in the OBIC setup the carriers are swept away 
from the device and do not accumulate, which makes it 
different from that of PL. 

In general, the above assumption implies that the 
charge carrier drift and diffusion in the system are 
suppressed. To verify the above assumption we have 
conducted the following experiments.    1) Measurements of 
the surface photovoltage and the open circuit voltage of a 
cell depending on the distance between the cell (contact) 
edge and the laser beam spot outside the cell.  This provides 
another way to characterize the spatial decay of the laser-
generated plasma.  2) PL mapping with laser beams of 
different intensities (laser beam diameter ~ 0.5 mm).  In the 
absence of the electron-hole plasma spreading, the PL 
response would be purely local, leading to maps where the 
relief has the same topology but different amplitudes for 
different intensities.  On the contrary, because of the 
electron-hole plasma spreading, different excitation powers 
will lead to different map topologies.  This was observed in 
our experiments.  

We have developed a theory that expresses the effects 
of laser-generated plasma spreading in terms of the 
semiconductor film photovoltaic parameters. From fitting 
the theory and experiment we were able to estimate the 

CdTe lateral conductivity and the characteristic spatial scale 
over which the laser-generated plasma decays. 
 
2. Experimental 

We measured Voc of a 1cm2 dot cell versus a distance 
from the laser spot of a diameter of ~0.5mm. The laser 
wavelength was 752 nm. As is seen from Fig. 1, the cell 
open circuit voltage in Fig. 1 decays over a considerable 
distance of the order of 1cm from the laser beam spot. We 
attribute this effect to the lateral spreading of the laser-
generated plasma. 
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Fig 1. Change in the cell open circuit voltage versus the 
distance from the laser beam spot on the sample surface. 

Solid lines represent theoretical fit. 
 

As the laser-generated plasma spreads over, it can emit 
light from the areas beyond the beam spot. This may be 
evidenced in the difference between the same area PL maps 
measured at different excitation powers, 2 suns and 20 suns 
(Fig. 2a, b). 

Note that the low intensity map shows the presence of 
the sample edge (y=0) at a distance of several millimeters, 
while it is not seen under the high intensity laser beam. We 
conclude that the plasma decay length decreases with the 
laser beam power. 

 
3. Theory 

We developed a theory of the laser beam generated 
plasma spreading in p-n junctions. The system was 
described as a set of microdiodes in parallel, where some 
local region corresponds to the area under the beam and is 
different from the rest of the system. The diode  
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Fig 2. PL maps of contact-free area corresponding to two 

different excitation powers. 
 

interconnects are characterized by their specific resistances. 
In the case under consideration, one interconnect, the 
transparent  conductive  oxide  (TCO)  has a  resistance  that 
can be neglected as compared to that of the semiconductor 
film.  

The photovoltaic I/V equation and the Ohm’s law 
describe the electric potential ϕ distribution in the system,  

ϕρϕ ∇−=+
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Here J is the lateral current density, j0 and jL are the thermal 
and light-induced current densities in p-n junction, ρ is the 
sheet resistance of a (presumed) more conductive 
semiconductor layer forming p-n junction (CdTe in our 
case). The local open circuit voltages, corresponding to the 
dark (Voc) and light (Voc

’) regions are different,  
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The difference results in a local forward bias, hence, an 
electric field that forces a lateral current. Because of the 
distributed resistance ρ, the electric potential and the current 
decay over some distance L that we call the screening 
length. The sheet resistance is voltage dependent, 
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Here α (<1) is the fraction of the voltage drop across the 
presumed semiconductor layer under consideration. 

Solving Eqs. (1) and (2) with proper boundary 
conditions give the electric potential distribution 
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Here JL is the laser generated current and L0 is the screening 
length for the case of a small perturbation, ϕ-Voc<<T, 
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We have fit our data with Eq. (3) as is shown in Fig. 1. 
In addition, the following qualitative conclusions can be 
drawn: i) the screening length L decreases with increasing 
excitation current JL; ii) L is independent of the ambient 
light; iii) the amplitude of the laser beam induced electric 
potential logarithmically increases with the excitation 
current and does not depend on the ambient light current; iv) 
the electric potential perturbation decays logarithmically 
with the distance from the laser beam. These conclusions 
are consistent with our data. 
 
4. Conclusion 

In conclusion, we have observed nonlocal response to 
the laser beam excitation in CdTe photovoltaics. Our model 
relates these observations to spreading of the electron-hole 
plasma beyond the laser beam spot.  
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ABSTRACT 
 

We observed that external bias V significantly affects 
the photoluminescence (PL) and drives electroluminescence 
(EL) in CdTe photovoltaics.  PL intensity I(V) increases 
with the forward bias from V=0 to approximately Voc; for V 
> Voc  I(V) tends to saturate.  Reverse bias suppresses I(V). 
I(V) in the region of forward-bias saturation is extremely 
sensitive to device stressing.  We attribute the observed 
phenomena to the field-induced separation of the light-
generated electrons and holes.  At V>Voc the field effect is 
suppressed so that the PL intensity is dominated by non-
radiative recombination. Under forward bias and no 
illumination, carriers can be injected into the junction and 
produce EL.  We find EL to depend super-quadratically on 
the injected current.  The EL also is very sensitive to stress-
induced changes.  We have developed a theory that 
describes important features of the above phenomena more 
quantitatively. 
 
1. Introduction 

One distinctive but little studied feature of 
photoluminescence in photovoltaics is that both the carrier 
excitation and radiative recombination leading to PL may 
occur in the high electric field induced in the junction 
region. The CdTe/CdS junction is one such example, where 
the energy gaps of CdTe and CdS are respectively 1.5 eV 
and 2.5 eV so that the laser beam of the wave length 752 nm 
is absorbed in the  ~ 0.3 µm thick CdTe region adjacent to 
the CdTe/CdS junction, much narrower than the depletion 
layer width ~ 1-3 µm.  

PL intensity is determined by the partial overlap of the 
electron and hole distributions separated by the field in the 
junction provided that the non-radiative recombination is 
relatively inefficient. In the opposite limiting case, the PL 
intensity is dominated by the non-radiative recombination 
before the electrons and holes are spatially separated. By 
varying the external bias and thus changing the electric field 
one can observe the crossover between the two regimes and 
thus characterize the degree of imperfection responsible for 
nonradiative recombination. From the practical standpoint, 
observing, under appropriate bias, the crossover between the 
field- and recombination- dominated PL regimes enables 
one to detect the presence of defects, which would not show 
up in the bare built-in field, and thus to characterize the 
device stability at the earlier stage of its degradation. 
 

2. Experimental 
Both the UT made CdTe cells and First Solar cells were 

used in our experiments. Shown in Fig. 1 are typical data on 
the bias dependent PL. Some cells (not shown) exhibited   
the   I(V)  decreasing   with   V   at   considerable  
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Fig 1. Bias-dependent PL: data (points) under 20-sun laser 

beam and theoretical fits (curves) by Eq. (2) 
 
forward biases. Note that the observed gigantic degradation 
effect (by a factor of 5) was achieved in 28 days of light 
soak and is many orders of magnitude stronger than a 
typical several percent change in the cell efficiency.  

EL was typically observed at V>0.6V. Its spectral 
dependence was very close to the PL spectral dependence 
described elsewhere [1]. Fig. 2 shows typical data on the 
integral EL intensity and corresponding fits by the power 
dependence α+∝ 2JI , where J is the electric current 
density. Typical deviations from the quadratic dependence 
were characterized by α=0.3-1. Light soak had a profound 
effect on the EL intensity, analogous to that of the bias 
dependent PL. 

 
3. Theory 

Bias-dependent photoluminescence. The physics behind 
our bias-dependent PL model (explained in the above) can 
be described by the steady-state equation for the space 
distribution of the light-generated electrons and holes that 
includes generation (g), drift, and recombination  

                         ( ) 0=−
∂
∂−

τ
µ n

x
nExg ,   (1) 

Here µ and E are the mobility and the electric field, n is the 
electron (hole) concentration, τ is the recombination 
lifetime, and  the origin  is at the metallurgical junction:  the 
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Fig 2. EL intensity as a function of the electric current 

density: data (points) and theoretical fits (solid lines) with 
α=0.52 (stressed) and 0.97 (unstressed) in Eq. (3). 

 
regions x>0 and x<0 correspond to CdS and CdTe 
respectively. The generation rate contains a step-function of 
coordinate, ( ) ( ) ( )xxgxg α−Θ= exp0 . 

In Eq. (1) we have assumed: (i) linear recombination 
kinetics; (ii) uniform electric field; (iii) negligible role of 
diffusion, justified for the case of practical interest. The 
boundary conditions to Eq. (1) are that the electron and hole 
concentrations remain finite everywhere. Solving Eq. (1) 
and introducing the electron (hole) drift length, 

( ) ( ) ( )hehehe El τµ=  the integral PL intensity becomes 
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he
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ττ     (2) 

Eq. (2) predicts indeed that in the limiting case of strong 
electric fields, αle(h)>>1, the PL intensity does not depend 
on the carrier lifetime and strongly depends on the field. In 
the opposite limiting case of low electric field, αle(h)<<1, the 
PL intensity does not depend on the field strength, is 
proportional to the carrier lifetimes and thus depends on the 
material degradation. When forward bias is strong enough to 
reverse the field, the above description can be modified by 
noting that the field will move the electrons and holes in the 
directions opposite to those in the above. 

To compare the above predictions with the experiment 
we express E in the terms of external bias V. For reverse or 
moderate forward bias (V<Voc), E is determined by the 
potential drop Voc-V over the depletion length, and thus is 

proportional to VVoc − . At V>Voc the built-in potential 
is blocked; hence, the field is almost uniform and 
proportional to V-Voc. As substituted into Eq. (2), so defined 
electric field led to fits shown in Fig. 1, which are in 
satisfactory agreement with the data. 

Electroluminescence. While the occurrence of EL under 
considerable forward biases is expected for most 
semiconductors, its superquadratic current dependence 
established in the present work requires some explanations. 
Based on the observed spectra, we believe that the EL is due 
to the free carrier radiative recombination and thus its 
intensity depends on the free carrier lifetimes dominated by 
the trapping processes. The traps are characterized by broad 

spectra of energies and efficiencies. At high nonequilibrium 
electron (hole) concentrations ( )hen the most effective traps 
are clogged. The corresponding trapping lifetime is known 
to be proportional to some power of the generation rate 
(number of carriers injected per time, or current) [2]. 
Therefore we can expect the dependence  

                                α+∝ 2JI                                  (3) 
mentioned in section 1. As is seen from Fig. 2, the latter 
dependence fits the data rather well. In other words, we 
relate the observed superquadratic dependence to 
suppression of trapping efficiencies with electric current. 
Note that remarkable sensitivity of the observed EL to 
degradation can be understood along the same lines as that 
of the bias-dependent PL above: since the built-in electric 
field is backed up and does not sweep the carriers away, 
they effectively recombine via the defects accumulated in 
the course of degradation. 
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ABSTRACT 
 

Emission studies of unstressed and stressed cells were 
conducted to examine changes in the junction region.  
Electroluminescence (EL) was observed for unstressed cells 
at various forward biases under conditions of high minority 
carrier injection. Detailed structure near the CdTe band gap 
energy at low temperatures show similarity to 
photoluminescence (PL) from the same devices. EL at 
nominally room temperature also showed a broad feature 
near the CdTe band gap.  EL images reveal inhomogeneities 
as well as emission from the entire cell.   High injection 
levels corresponding to many Suns caused irreversible 
decreases in EL and a 50% decrease in efficiency.  Similarly 
cells degraded by stressing with forward and reverse bias 
stress conditions at 373K show a loss in EL. This suggests 
EL changes can be explored as a nondestructive signature of 
cell degradation 
  
1.  Introduction 
 Luminescence provides insight into the electrical and 
material properties of II-VI materials.  Photoluminescence 
(PL) studies [1,2] have been used to explore alloying 
effects, diffusion and cell degradation for CdTe-based solar 
cells.  Not as common are electroluminescence (EL) studies, 
which relies on injected minority carriers under forward bias 
as the excitation source.  Although EL of II-VI compounds 
are reported for phosphors, few studies have been performed 
on devices made of polycrystalline thin film CdTe [3]. 
 EL has advantages relative to PL for photovoltaic 
studies.  EL tests are performed under forward bias, similar 
to the actual operating conditions of the cell.   The EL 
radiative emission also arises from the interface region 
where carriers are injected, whereas PL can be produced 
from throughout the device (and even in a 'dead' device).  
Finally the excitation source is simple and lends itself to 
simple diagnostic tools, including imaging and in situ 
monitoring. 
 
2.  Experimental details 
 The cells studied were fabricated with CdS and CdTe 
deposited using vapor transport by First Solar, LLC on 
SnO2:F-coated 3 mm thick glass substrates.  The back 
contact was an annealed Cu/ZnTe layer with a final gold 
contact pad.  Contact was made for both standard I-V 
characterization and EL measurements through the gold pad 
and an indium strip contacting the SnO2:F after etching 
away CdTe/CdS layers from part of the substrate. 
 PL and EL spectral measurements were made with a 
Spex 1301 spectrometer and a cooled GaAs photocathode 
photomultiplier tube.  The sample temperature was varied 

during measurements with a closed-cycle He cryostat.  
Samples were mounted with the cells directly contacting the 
copper cold finger covered with a thin teflon electrically 
insulating layer.  Electrical bias was applied via a spring-
loaded contact lightly touching one gold pad and a clip 
attached to the indium strip.   Excitation for PL was 
provided by either a He-Ne laser (632.8 nm) or 457.9 nm Ar 
laser emission. 
 EL images were made at room temperature with a 
commercial CCD grayscale computer camera.  The CCD 
(TC255P) had 10 µm square pixels in a 324×243 array.  The 
device was imaged directly onto the CCD with a 5× 
microscope objective.  Images could be obtained with 
integration times up to 300 seconds.   Since dark frame 
subtraction, thresholds and gain were software-controlled, 
the images provide qualitative data only. 
 
3. Results and discussion 
 Figure 1 compares PL and EL spectra at nominally the 
same temperature (~15 K).  

Fig. 1 EL and PL from CdTe/CdS cell at ~15K.  PL 
excitation He-Ne at 3 mW/cm2; EL excitation J = 86 
mA/cm2 at 4.6 V. 
 
 Both the EL and PL spectra show a dominant feature 
near 1.555 eV that has been attributed to a transition in the 
CdSxTe1-x alloy region near the interface [1,2].  There is a 
~5 meV shift between the PL and EL data, but this may be 
due to local heating (~30 K) since the power dissipated by 
the device during EL is significantly greater than during PL.  
Both also show a broad feature with structure at ~1.45 eV. 
The most striking difference between the two spectra is the 
presence of a broad feature at ~1.52 eV in the PL spectra, 
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but not EL. This has been observed in CdTe solar cells 
previously and attributed to a donor-acceptor pair, possibly 
involving VCd [2]. 
 PL spectra (not shown) obtained with a higher energy 
excitation (Ar 457.9 nm line) showed strong CdS emission.  
However EL spectra measured over the same region showed 
no emission at low temperature.  This observation suggests 
that EL originated only in the CdTe, close to the interface.  
This should occur since the CdS layer is believed to be 
heavily doped, resulting in little hole injection, while CdTe 
is lightly doped, permitting greater electron injection [4]. 
 Room temperature EL spectra (Figure 2) showed an 
asymmetric feature near the CdTe band gap (Eg ~1.52 eV).  
The high energy tail is typical of a Boltzmann broadening of 
emission to higher energies in band to band recombination 
although other forms of inhomogeneous broadening are 
likley present. 
 

Fig. 2  EL at nominally room temperature at different 
excitation current densities.  A: J= 229 mA/cm2, B: J= 443 
mA/cm2, C: J= 590 mA/cm2, D: J= 1608 mA/cm2, E: J= 
1177 mA/cm2.   
 

For EL spectra it was necessary to use a relatively high 
excitation level.  Cell voltage drops were 2 - 3.6 V, and the 
current densities are many times greater than typical values 
for the short circuit current, JSC, resulting in the equivalent 
average "illumination" ranging from 9 to 64 Suns.   

The integrated EL intensity increased approximately 
linearly up to 1177 mA/cm2 (45 Suns).  The peak position 
also showed a shift of ~10 meV. The shift is likely 
dominated by heating effects. Although the sample block 
measured only a 7 K change, a simple calculation based on 
changes in the CdTe band gap suggest that the sample 
heated ~30 K. Further increasing the current resulted in a 
dramatic reduction in EL emission and a peak shift, 
indicative of another ~30 K increase. 

The integrated signal can also be spatially observed 
with an IR sensitive detector. Figure 3 shows EL emission 
from a single Au contact observed from the glass side. The 
EL was in registry with the Au pad, which was visible in 
reflection though the CdTe and glass using sub-bandgap 
illumination.  Several bright spots ~10-40 µm in diameter 
(this magnification limits our resolution to ~5 µm due to 
pixel size) are visible.  These non-homogeneities, as well as 

the diffuse background emission increase with current.  On 
some cells the emission is sufficiently strong that high 
contrast, high gain images can be acquired in real time. 

 

 
Fig. 3 EL image of CdTe/CdS cell at room temperature 
obtained by 480 s CCD integration.  The excitation current 
density was 40 mA/cm2 and the gold pad radius is 0.96 mm. 
   

Excitation current densities exceeding 1 A/cm2 showed 
a loss of EL in the images (not shown), starting from the 
point of contact of the spring clip (highest power) and 
spreading outward.   Cells degraded by this excess current 
show irreversible changes in both image and current -
voltage characteristics.  I-V curves show a loss of efficiency 
due mostly to fill factor and rollover.  Such changes are 
often attributed to back contact changes, but may also be 
due to changes at the main diode.   

Cells were also degraded at 373 K under reverse and 
forward bias. EL measurements after long periods show no 
emission.  The loss of this highly inhomogeneous EL was 
correlated with to low efficiency in all of our measured 
cells.   

 
4. Conclusions 
 These preliminary results show the potential of EL for 
basic studies as well as a monitoring tool for degradation 
and cell efficiency.  Low temperature measurements show 
comparable features to PL and are likely due to CdTe in the 
electrically-active junction region only.  The room 
temperature EL shows high sensitivity in imaging and 
showed significant changes with degraded samples. 
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ABSTRACT 
 

First-principles total energy and band structure 
calculations are performed to understand the factors that 
limit doping in CdTe. We calculated systematically the 
formation energies and transition energy levels of intrinsic 
and extrinsic defects. We find that n-type doping in CdTe is 
limited by the spontaneous formation of the intrinsic closed-
shell cation vacancy VCd

2- and DX centers, whereas p-type 
doping is limited by not having a dopant with both high 
solubility and shallow acceptor level.  
 
1. Introduction 

CdTe is an important material for solar cell applications 
[1]. However, the dopability in CdTe is relatively low, 
especially for the p-type doping. This has become one of the 
main issues in device fabrication using CdTe. The 
mechanism of the low dopability in CdTe is not well 
understood. Generally speaking, there are three main factors 
that could limit the dopability: (i) The dopant may have a 
low solubility. (ii) The transition energy level may be too 
high. (iii) The formation of opposite-charged defect or 
defect complexes. To identify which one of these factors 
affects the p- or n-type doping in CdTe, we have 
systematically calculated the formation energies and 
transition energy levels of intrinsic and extrinsic defects in 
CdTe using the first-principles band structure method. Our 
results are discussed below. The general understanding from 
this study can be used as a guideline of overcoming the 
doping limit in CdTe. 
 
2. Method of Calculations 

The band structure and total energy calculations are 
performed using the linearized augmented plane wave 
(LAPW) method within the local density approximation 
(LDA) [2]. For the defect calculation, we model the system 
by putting a defect at the center of a 32-atom periodic 
supercell. To calculate the defect formation energy and 
defect transition energy levels, we compute the total energy 
E(α,q) for a supercell containing the relaxed defect α in 
charge state q and the total energy E(CdTe) in the absence 
of the defect. From these quantities, we deduce the defect 
formation energy ∆Hf(α,q) as a function of the electron 
Fermi energy εF and the atomic chemical potentials µi [2]. 
Here, µi is set to zero for elements at stable phase and εF is 
referenced to the valence band maximum (VBM). Under 
equilibrium growth condition, µCd+µTe = ∆Hf(CdTe), where 
∆Hf(CdTe) = -0.79 eV is the formation energy of CdTe. 
µCd=0 corresponds to the Cd-rich limit, and µTe=0 
corresponds to the Te-rich limit. The defect transition 
energy level εα(q/q') is the Fermi energy εF at which the 
formation energy ∆Hf(α,q) of defect α of charge q is equal 
to  that of another charge q' of the same defect. 
 
 

3. Results 
(i) Formation energy of the neutral point defects: Table 

I lists the calculated defect formation energy of point defects 
at neutral charge state (q=0) and µi=0. The actual defect 
formation energy depends on the available chemical 
potential of the dopants and the chemical potential of host 
elements. For example, for neutral VCd

0, the lowest 
formation energy occurs at the Cd-poor limit with 
∆H(VCd

0)=2.67-0.79=1.88 eV. For extrinsic defects, µA is 
bounded by the values that lead to the formation of 
secondary phases such as Na2Te and CdCl2. For example, 
for NaCd

0, because the calculated formation energy 
∆H(Na2Te)=-2.84 eV, the lowest formation energy occurs at 
the Cd-poor limit with ∆H(NaCd

0)=0.45-0.79+1.42=1.08 eV. 
This is because at the Cd-poor limit, the highest possible µNa 
is -1.42 eV. Similarly, because the formation energy of 
Cu2Te is close to zero, the lowest formation energy of CuCd

0 
at the Cd-poor condition is ∆H(CuCd

0)=1.31-0.79=0.52 eV. 
Thus, the solubility of Cu is larger than that of Na. Our 
analysis indicates that the impurity that does not form strong 
bonds with the host elements has higher solubility than the 
impurity which forms strong bonds with the host. It also 
suggests that using metastable compound (e.g., CuTe) as a 
dopant can raise the chemical potential of the impurity, and 
thus, increase the solubility.  

(ii) Defect transition energy levels: Fig. 1 presents our 
calculated acceptor transition energy levels, and Fig. 2 gives 
the donor transition energy levels. Using these values, one 
can derive the formation energies of charged defects as a 
function of Fermi energy and chemical potential. For 
example, Fig. 1 shows that at εF=0.13 eV above VBM, 
E(VCd

-) equals E(VCd
0), which equals 2.67 eV at the Cd rich 

limit (Table I). Thus, at VBM where εF=0, the formation 
energy of E(VCd

-) will equal 2.80 eV. 
 

Table I.  Calculated formation energies ∆H (in eV) of point 
defects at neutral charge state (q=0) and µi=0. 

Defect ∆H Defect ∆H 
VCd 2.67 CdTe 3.92 
VTe 3.24 TeCd 3.70 
Tei 3.41 Cdi

a 2.26 
OCd -0.41 Cdi

c 2.04 
NaCd 0.45 AlCd 1.17 
CuCd 1.31 GaCd 1.23 
AgCd 1.32 InCd 1.23 
AuCd 1.30 FTe -0.08 
NTe 2.62 ClTe 1.23 
PTe 1.83 Nai

a 0.60 
AsTe 1.68 Nai

c 0.45 
SbTe 1.72 Cui

a 2.14 
BiTe 1.96 Cui

c 2.24 
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Fig. 1. Calculated acceptor transition energy levels. 
 

Acceptor levels: Fig. 1 shows that for intrinsic defects 
VCd has relatively shallow transition energy levels (0/-) and 
(-/2-) at 0.13 and 0.21 eV above the VBM, respectively. 
Thus, VCd is the most important intrinsic acceptor for CdTe. 
However, the transition energy levels are still too high to 
reach high hole density. For impurity doping, we find that 
for ACd, where A=Cu, Ag, and Au, the calculated (0/-) 
transition energy levels are at 0.22, 0.25, and 0.20, eV above 
the VBM, respectively. These (0/-) transition energy levels 
are relatively deep because of the coupling between the 
delocalized d orbital of the group IB atom and the Te p 
orbital. The (0/-) level of NaCd is much shallower at 0.02 eV 
above VBM because Na has no active d orbital. Thus, NaCd 
could be an important acceptor in CdTe. For BTe impurity 
doping, where B= N, P, As, Sb, Bi, the calculated (0/-) 
transition energy levels are at 0.01, 0.05, 0.10, 0.23, and 
0.30 eV, respectively. The transition energy levels decrease 
monotonically when the atomic number of B decreases. The 
shallow (0/-) transition energy levels for NTe and PTe 
indicate that they could be important p-type dopant for 
CdTe. Unfortunately, the defect formation energy of NTe 
and PTe are large (Table I) due to the large size mismatch 
between the dopants and Te. Thus, the equilibrium 
solubilities of N and P in CdTe are low. If, however, one 
can enhance the incorporation of N and P in CdTe through 
non-equilibrium process (e.g., ion implantation, gaseous 
source, and electron beam annealing), it may be possible to 
greatly enhance the hole carrier density in CdTe. 

Donor levels: Fig. 2 shows that most intrinsic donor 
levels are deep inside the band gap. Only CdTe has a 
relatively shallow (2+/0) transition energy level at 0.10 eV 
below the CBM. For impurity doping, we find that for ACd, 
where A=Al, Ga, and In, the calculated (+/0) transition 
energy levels are at 0.02, 0.24, and 0.04 eV below the CBM, 
respectively. Because AlCd and InCd both have very shallow 
transition energy levels, they could be important n-type 
dopants in CdTe. For BTe impurity doping with B=F and Cl, 
we find the calculated (+/0) transition energy levels are very 
deep inside the band gap due to the large electronegativity 
of the dopants.  The calculated donor (+/0) transition energy 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
   Fig. 2. Calculated donor transition energy levels. 
 

levels are -0.01, 0.01, 0.01, and 0.38 eV, respectively, for 
Cui

a, Nai
a, Nai

c, and Cui
c. Because Nai has very shallow 

donor levels, it could be a strong candidate as an efficient n-
type dopant for CdTe. 

(iii) Doping limit: By plotting defect formation energy 
as a function of electron Fermi energy, we find that at the 
Cd-rich limit, undoped CdTe tends to be neutral or slightly 
n-type. This is because the Fermi energy is pinned near the 
mid gap by the compensating donor defect Cdi

2+ and the 
acceptor defect VCd

2-. On the other hand, at the Te-rich 
limit, undoped CdTe tends to be slightly p-type, since the 
Fermi energy is pinned at a level closer to the VBM. For 
impurity doping, we find that relatively high n-type doping 
can be achieved at the Cd-rich limit; but eventually, the n-
type doping in CdTe will be stopped by the spontaneous 
formation of the intrinsic closed-shell cation vacancy VCd

2- 
when the Fermi energy approaches the conduction band 
minimum (CBM). For some extrinsic dopant such as InCd 
and AlCd, we find that n-type doping could also be limited 
by the spontaneous formation of the DX center [3]. For p-
type doping, we find that it is not limited by compensating 
defects. Instead, it is limited by not having a dopant with 
both high solubility and shallow acceptor level. Some of the 
dopants have shallow acceptor levels, but their defect 
formation energies are too high (e.g., CdTe:N or CdTe:P). 
Other dopants have relatively low formation energy, but 
their acceptor level is too deep (e.g., CdTe:Cu). In some 
cases, it is also limited by the formation of compensating 
interstitial defects (e.g., Nai in CdTe:Na). We find that the 
AX center is unstable in CdTe [3]. 
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Further Results from AMPS Modeling of Stress Effects on the CdS/CdTe Solar Cell
A. Fahrenbruch

ALF, Inc.
107 Montalvo Rd., Redwood City, CA 94062  <alanf@stanford.edu>

ABSTRACT
This paper reports the application of AMPS simulation to a
specific group of experimental CdS/CdTe solar cells that have
undergone various degrees of stress, with J-V curves ranging
from normal behavior to severe rollover.  Experimental data
such as C-V measurements of carrier density profiles are also
incorporated into the modeling of these cells.  The results
show that rather small changes in the back contact barrier
height (~ – 0.03 eV) are sufficient to qualitatively duplicate
the effects of stressing on the J-V curves.  The mechanism for
rollover is also elucidated with recombination profiles.
1. INTRODUCTION
Past modeling efforts [1] with AMPS [2] have enabled us to
simultaneously duplicate the Jsc, Voc, ff, efficiency, and
spectral response data for certain champion CdS/CdTe cells
almost exactly, using a combination of experimental data and
physically reasonable parameters.  The modeling also
qualitatively explained the non-ideal J-V behavior (rollover,
crossover, Voc shift, and rollunder) observed as a result of
stressing CdS/CdTe cells.[3]  Qualitative agreement between
simulation and general experimental J-V data was excellent,
using only variations of acceptor (Na) and recombination
center (Nr) densities, and back-contact barrier height (flbc).
This paper reports AMPS simulation of a group of CdTe cells
fabricated at NREL by D. Albin and L. Hasoon and measured
at Colorado State University by J. Sites and A. Pudov.
These cells underwent various degrees of stress, giving a
sequence of J-V curves ranging from normal behavior to
severe roll-over.  Experimental carrier density profiles (by C-
V) were also incorporated into the modeling.  The results
elucidate the role of changes in flbc and other properties on
cell performance resulting from stressing.
2. PROCEDURE
The J-V characteristics and carrier density measurements (by
C-V) of the experimental cells (N2A, N2B, N2C, and F-124-
4) were similar and N2C, stressed at maximum power, was
chosen as a representative for this set of simulations.
Many of the modeling parameters are generally accepted
values taken from the literature (band gaps, mobilities,
electron affinities, optical absorption coefficients, densities of
states, permittivities, and the CdSxTe(1-x) thickness and
band gap).  Another group [carrier densities and thicknesses of
the front two layers of the CdTe (1.7e14 and 3e14 cm-3) and
CdS, and total CdTe layer thicknesses] were taken from
measurements on these particular cells.  Finally, another
group of variables was used as fitting parameters.  These
included carrier density and thickness in CdTe layer 3,
acceptor energy level, and recombination center parameters
(Nr, Er, σn, σp) in all the CdTe layers, and the back contact
barrier height.  The baseline cell parameters are shown in
Table 1 and a band diagram is shown in Fig. 1.

Table. 1.  Baseline (unstressed) case parameter set.

n-CdS p-CdSxTe(1-x) p-CdTe 1 p-CdTe 2 p-CdTe 3

Eg (eV) 2.42 1.46 1.5 1.5 1.5

Nd (cm-3) 1e17

Na (cm-3) 1.7e14 1.7e14 3e14 1e16

x ( m) 0.1 0.1 2 1.1 9.7

Nr (cm-3) 1.7e15 1.7e15 1.7e15 1.7e15 1.7e15

Er  (eV) 1.21 0.75 0.75 0.75 0.75

σn = 1e-12 cm-2 and σp = 1e-12 cm-2 for all CdTe layers
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Fig. 1.  Baseline simulation cell band diagram (dark, 0 bias).

The recombination parameters and the carrier density in CdTe
layer 3 (Na3) were varied until a good match was obtained
between the Voc, ff, and Jsc of the experimental cell and
those of the simulation.  A value of flbc = 0.47 eV gave the
best fit for the unstressed cell, tilting the high forward bias
curve slightly but having only a small effect on ff.
3. RESULTS
J-V Data Comparison
Excellent agreement was obtained for the entire light J-V
curve between the unstressed experimental data and the
baseline simulation as shown in Fig. 2.  Although this could
be expected since the Jsc, Voc, and ff points of the simulation
were matched to those of the experimental cell (N2C), the
agreement with the rest of the curve, particularly the change of
JL with V and the portion for V > Voc, is remarkable.
Variation of the CdTe 3 layer thickness from xCdTe,3 = 0.7
to 9.7 m yielded identical J-V curves; the thickness of that
layer makes no difference to the operation of the cell until it
starts to be depleted at xCdTe,3 < ~ 0.2 m
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Fig. 2.  Experimental J-V (points) compared with simulated
curves (lines) for unstressed and 8 hr stressed cells.

and then Voc and ff decrease.  The agreement between the
dark curves is not as good.  This may be related to
photoionization of the recombination and dopant centers
occurring in real cells, whereas AMPS cannot simulate this.
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After 8 hr of stress at the maximum power point, the cell
showed a noticeable increase in Jsc and Voc.  Reducing Nr
from the baseline 1.7e15 to 1.0e15 cm-3, gave excellent
agreement (Fig. 2).
For the remaining stress values, the simulation was modified
only by changing flbc relative to the baseline values.
Agreement was qualitative as shown in Fig. 3.  This also is
not too surprising, considering the model is one dimensional
and does not consider grain boundaries nor the leakage paths
where the grain boundaries and the back contact intersect.
The experimental curves show less saturation for V > Voc
than do the simulated ones.  Most real Schottky diodes do
not saturate in the reverse direction (even for Si and GaAs
single crystals), particularly low quality ones with low
barriers, whereas theoretical (and AMPS simulated ones) do
saturate.  The difference has been ascribed to defects, low
resistance paths, and edge effects.  The overestimation of the
ff probably is due to stress induced changes in Na and Nr in
CdTe layers 1 and 2, which have not yet been modeled.
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Fig. 3  Experimental cell J-V (points) compared with
simulated curve (lines) for selected stressed  cells.

Rollover   mechanism
Data for total recombination rate (U) for otherwise identical
cells with back contact barrier heights of 0.45 and 0.55 eV are
shown in Fig. 4.  The 0.45 eV cell has normal J-V curves
with almost no rollover, while the 0.55 eV cell has severe
rollover and some decrease in ff (0.666 vs. 0.625).  They
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Fig. 4.  Simulated recombination vs. distance.

have identical Voc and very similar Jsc.  the cells are forward
biased at 1.1 V, in the rollover region.  It appears that almost
the entire difference in U is in CdTe layers 1 and 2, with

almost no difference in U near the back contact.  The back
barrier controls the supply of holes which recombine in the
3.7 m of the CdTe nearest the CdS.  Thus the rollover
mechanism has two interacting parts: control of hole flow by
the back contact and recombination near the main junction.
Plots of carrier density vs. x also show major differences in
the 0.1 to 5 m region but almost no differences in the 5 to
13 m region.  The Jn and Jp vs. x plots show that virtually
all the current in 5 to 13 m region is carried by holes, 136
(3.4) mA/cm^2 for the 0.45 (0.55)  eV cell.  The relatively
highly doped CdTe 3 layer is an effective barrier for electrons
until xCdTe,3 is reduced to zero, when the current at the back
begins to be carried by both electrons and holes.
Contact activation energy
Since the back contact controls the hole current for flbc >
0.45 for this baseline series, varying the simulation
temperature and plotting hole current at the back of the cell at
1.1 V forward bias vs. 1/T yielded an activation energy flbc =
0.473 eV.  The barrier height value put into the model was
flbc = 0.47 eV, showing consistancy.  This may be compared
with flbc = 0.3 eV measured on experimental CdS/CdTe cells
by the Institute of Energy Conversion.[4]

4. DISCUSSION
As with any simulation, these results may not represent a
unique set of input parameters.  The input parameters were
chosen to be quite reasonable, except perhaps for the rather
large carrier density of the CdTe 3 layer (Na3).  However,
reducing its thickness xCdTe,3 to only ~ 0.2 m with
virtually no change in the PV parameters did give some
confidence in the choice of Na3.  Similarly, Na3 could be
reduced to 3e15 with very little change in the PV parameters.
(Na3 must be larger than Nr however or bad things happen.)
Perhaps the largest set of unknowns are the recombination
center properties (Nr, Er, σn, σp).  Although reasonable
values were used here, there is very little experimental
information available.  One donor-type recombination center
was used here; construction of models with several centers
would become hopelessly complex and increase the
possibility of non-unique parameter sets.  Indeed, the level of
complexity of a one-dimensional model discourages the
assembly of a 2 or 3 dimensional model, unless considerably
more recombination center data can be obtained.
5. CONCLUSIONS
AMPS simulation of these experimental CdTe cells yields
excellent quantitative agreement with short stress light J-V
curves by changing only flbc and Nr.  Reasonably good
qualitative agreement with all dark J-V curves and light J-Vs
for cells stressed for longer times is obtained by changing
only flbc over a surprisingly narrow span, 0.47 to 0.52 eV.
For these cells, with relatively high doping in the back of the
CdTe, the rollover mechanism has two interacting parts: (a)
back contact control of hole flow toward the front and (b)
recombination there with electrons injected from the CdS.
6. REFERENCES
1 A. Fahrenbruch, NCPV Program Review (1998), AIP

Conf. Proc. 462, p. 48.
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Towards a 30-Wp Thin Film CdTe-Based Module at Canrom
N. Dalacu

Canrom Photovoltaics Inc.
1654 Ontario Ave, Niagara Falls, New York

ABSTRACT

Canrom Photovoltaics Inc. recently completed the
installation of a thin film, CdTe-based solar module line
with a capacity of 0.5 MWp/yr. Here we present
preliminary information about the installation and the
semiconductor films produced.

1. Introduction
At present, in the United States there is a substantial
effort to bring into production CdTe-based solar panels
made with films that are produced mainly by vapor-
transport or by electrodeposition. Canrom fills a niche
in industrial thin- film photovoltaics R&D by
employing high vacuum deposition, at least for the
CdTe film.

2. Manufacturing Process
The batch process line uses chemical-bath deposition
(CBD) for the deposition of CdS, and high-vacuum
deposition for the CdTe film. The wet processing line is
shown in Fig. 1.

Fig 1. Wet Processing Line.

A rack with 120 ft² of CdS-coated glass plates is
presented in Fig. 2.

Fig 2. A Rack with 40 Coated Glass Plates.

Figure 3 shows one of three CdTe deposition
installation at Canrom. This evaporator has
innovative features that make the process attractive
for rapid  scale-up.

Fig. 3. Canrom’s Medium Size (12 ft²/cycle) CdTe
Evaporator.
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3. Film Characteristics
Preliminary measurements of film structure have been
made using Atomic Force Microscopy (AFM). Figure 4
shows an AFM image of a 5 µm × 5 µm area of a
Canrom CdTe film. The larger CdTe grains are
approximately 500 nm in diameter. The average CdTe
grain diameter is 100 nm. The vertical distance between
the peaks of the grains and inter-grain valleys are of the
same order of magnitude.

Fig. 4. AFM Image of a CdTe Film (5 µm × 5 µm).

A graphite film, applied on top of the CdTe film, is
shown in Fig. 5. Most of the graphite grains appear to
be relatively large and flake like. These appear to be
supported by the tips of the underlaying CdTe
crystallites. If this observation is true, then a porous
layer that is prone to instabilities may exist between the

CdTe film and the carbon contact. Oxidation under
the graphite contact has been proposed to explain
some of the instabilities [1]. This explanation is
somewhat controversial.

In addition, the carrier collection mechanism may be
different for back contacts made with carbon paste
than for those made by other deposition methods that
produce a less porous structure. A bi-dimensional
model, in which the carrier collection occurs mainly
at the peak of the CdTe crystallites in contact with
the graphite flakes, may be a reasonable approach for
a better understanding of the CdTe-based solar cell.

Fig. 5. A 50 µm × 50 µm section of CdTe film
partially covered with graphite.

REFERENCES
[1] David Cahen, “Investigating CdTe/CdS solar cell
stability,” NREL subcontract AAK-8-17619-15
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Abstract 
 

 A continuous in-line process suitable for large volume 
manufacturing of CdS/CdTe PV devices has been 
demonstrated at the pilot scale level. The process is 
scaleable, uniform and reproducible. Devices with efficiency 
greater than 12.5% and good stability have been fabricated 
on unmodified LOF TEC15 substrates. 
 
1.  Introduction 
 It is estimated that nearly 40 times the current yearly 
production is required to sustain a PV module manufacturing 
capacity that can contribute just 5 % of the current electricity 
generated [1]. Since 1991, our wok on CdTe PV has led to 
advances in the areas of: (a) device structure, (b) 
manufacturing process, and (c) hardware designs suitable for 
large scale manufacturing. These advances have been 
demonstrated on a unique pilot scale system. The best 
practices of developing manufacturing technology, such as 
lean manufacturing, have been followed in the engineering of 
the pilot system. 
 
2.  Pilot Scale Demonstration 
 The pilot system is a continuous, in-line system for 
processing 3 X 3 inch substrates. The steps of glass heating, 
all semiconductor depositions, chloride heat treatment and 
ohmic contact formation are incorporated in one chamber 
operating at a pressure of 40 mTorr nitrogen. An automated 
belt transports the substrates from air into vacuum and 
through the different processing modules and then back to 
air. The processing is synchronous with a cycle time of 2 
minutes. Details of our work can be obtained form the 
website of our laboratory [2].  

Because of the high degree of reproducibility, the pilot 
system is also an excellent research platform to develop a 
detailed understanding of stability, process yield and 
efficiency. It has been observed that process conditions have 
a significant effect on efficiency and stability.  

 
3.  Results From the Pilot Scale System 
 The pilot system has been used extensively to understand 
the process, hardware requirements and device performance. 
Nearly 3000 substrates have been processed with this system. 
The substrates are unmodified low cost, soda lime glass, 
commercially available from Libbey Owens  Ford (LOF 
TEC15) with no antireflection coating. The substrates are 
heated to 530° C in two minutes. The high degree of thermal 
uniformity in the system has resulted in no thermal cracking 
of the glass during processing.  

Cells have been consistently fabricated with 10.5% to 
12.5% conversion efficiency. One cell has an NREL verified 
12.44% efficiency and a 71% fill factor. The highest 

efficiency measured on devices produced with this system is 
13.5%. Higher efficiencies are possible with further 
optimization.  

The stability of the devices is very promising. Nearly 
500 devices are undergoing accelerated indoor stress testing. 
The stress conditions consist of 1 sun illumination, 65º C, OC 
with 5 hours of illumination out of an 8 hour cycle. A 
randomly selected set of 17 devices, processed at the 
optimum condition, has demonstrated an average efficiency 
of 10.5% after 3500 hours of stress. One of these devices had 
an initial efficiency of 12.15% and maintained an efficiency 
of 11.35% after 3504 hours of stress. Figure 1 shows the 
current density vs. voltage curve for this cell after stress. A 
plot of dV/dJ vs. the inverse current density in light (not 
shown) has no curvature indicating no evidence of the 
formation of a blocking contact during stress.  

Stability may be adequate for outdoor applications based 
on estimates from the literature [3,4]. However, exact 
correlation between indoor and outdoor conditions is being 
developed in our laboratory. Many cells are currently being 
exposed to outdoor conditions in a unique sealed 
demountable fixture and the results of the outdoor tests will 
be correlated with the accelerated indoor test results. Most of 
the published outdoor results have been done on modules. 
Modules can have additional failure mechanisms such as: 
interconnect degradation, busbar degradation and 
encapsulation failure [4]. The outdoor tests underway in our 
laboratory avoids these additional failure mechanisms and 
will allow the direct comparison of accelerated indoor stress 
tests to outdoor performance. 

 
4.  Process Yield 
 High efficiency devices are processed with high yield 
and consistent stability with the pilot system. The statistical 
distribution of the initial efficiency of devices processed with 
the pilot system is shown below in Figure 2. This data is from 
4 substrates, with 15 cells per substrate, from 3 different 
process runs and no cells omitted. The lighter shaded group 
shows two outlying cells with low efficiency. This was due to 
a systematic problem in the cleanliness of the substrate 
leading to poor film growth and device shunting. The darker 
shaded group shows the initial efficiencies after this problem 
was corrected. Efforts are currently underway to further 
improve uniformity. 
 The pilot system is currently being upgraded to 
continuously operate for long duration (8 hours or more). 
Devices will be randomly selected during long runs and 
tested for starting efficiency, stability and yield. 
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5.  Studies for Scale Up  
 Studies for processing larger substrates have been 
initiated. Conceptual designs and mathematical models of the 
process modules for larger substrates are being developed. 
The heat and vapor flux on systems processing larger 
substrates will be exactly the same as the process conditions 
that have been developed on the pilot system. This will avoid 
any unanticipated technical difficulties in scaling up to larger 
substrate sizes.  
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6.  Advantages for Large Scale Manufacturing 
 The technology demonstrated in our laboratory has the 
potential for the rapid expansion of PV manufacturing 
capacity to meet the growing needs of the market. The 
technology has the potential for substantial improvements in 
yield, capital productivity, labor productivity and overall 
manufacturing efficiency for the following reasons: 

• The process modules for glass heating, 
semiconductor deposition and ohmic contact 

formation are very similar. The process modules can 
be easily fabricated and can be standardized. 

• The capital cost of the vacuum system is low 
because only modest vacuum is required. 

• Metallization is performed using a high throughput 
industrial process. 

• Materials usage is excellent (near 100%). 
• No liquid waste and virtually no solid waste are 

generated. 
• Novel interconnection technology is low cost and 

high throughput. 
 
7.  Future Work 
 In addition to the scale up efforts described earlier, 
efforts are underway in our laboratory in the following areas: 
      (a) Understanding stability mechanisms, 
      (b) Developing statistical quality control methods, 
      (c) Optimizing the process to further increase efficiency 
      and stability, 
      (d) Measuring yield during many long duration (more 
      than 8 hour) processing runs and 
      (e) Exploring technology transfer. 
 
8.  Conclusions 
 A continuous in-line process has been demonstrated at 
the pilot scale level. High efficiency devices with good 
stability have been processed with high yield.  
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Research and progress in high-throughput manufacture of efficient, thin-film photovoltaics

D. Rose and R. Powell
First Solar, LLC - Technology Center, 12900 Eckel Junction Rd, Perrysburg, OH 43551

ABSTRACT

This paper reports progress in high-throughput
manufacture of thin-film, CdTe-absorber PV modules.  The
achievement of 3 m2/min CdS/CdTe deposition throughput
and ~9% efficiency highlight the potential of the technology.

This paper also reports on research efforts to translate
that potential into high-volume manufacture.  Handling of
large volumes of hot glass through a vacuum deposition
system presents a challenge, and efforts to improve glass
flatness and strength are described.  Efforts to improve the
uniformity of the semiconductor films while maintaining
high throughput are also described.  Diagnostics, research
on cell operation and alternative processes, and safety and
environmental issues are also discussed.

1. Introduction
In order to radically change the power-generation

paradigm of the world, a PV technology must be capable of
achieving < $1/W costs and multi-GW/yr volumes.  Thin-
film CdTe-absorber photovoltaics is recognized as a
technology compatible with these goals because of the
characteristics and availability of the materials involved [1].

A brief description of the cell structure and production
approach employed at First Solar is as follows: SnO2-
coated, soda-lime glass is edge seamed, cleaned, and placed
in a low-pressure deposition system with high-speed load
locks.  CdS and CdTe are deposited at ~ 1 µm/sec to thick-
nesses of ~ 0.3 µm and 3 µm, respectively [1].  A CdCl2-
anneal is performed, followed by back contact processes,
laser scribing for monolithic integration, and encapsulation.

2. High-throughput manufacture
High-speed manufacturing has been demonstrated with

high-throughput stations and automation of station
transitions.  The vapor-transport semiconductor-deposition
system has been run successfully with throughput as high as
3 m2/min.  Extended runs have been done at a slower speed,
e.g., 1220 plates (each 0.72 m2) were deposited in 10 h.

Module processing with in-line equipment has been
demonstrated, with a portion of the results shown below.
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Figure 1. Total-area efficiencies for 3128 sequentially-
deposited  modules (unencapsulated, 0.72 m2 each).

Figure 1 shows the total-area efficiency results from 3128
sequentially-coated plates (from 8 sequential deposition
runs).  The data has not been filtered to remove experiments
or non-standard processing.

3. Module efficiency
As reported previously, one of the known methods of

increasing the conversion efficiency of modules over that
produced from the current process is to reduce CdS
thickness to < 0.1 µm to reduce optical absorption in the
CdS and thus increase short-circuit current [1].  In order to
prevent loss of cell voltage, a buffer layer is required
between the front contact (the conductive SnO2:F) and the
CdS.  Progress has been made with the deposition of buffer
layers and with thin-CdS modules.

In-house development of buffer layers has been done
with an atmospheric-pressure chemical vapor deposition
(APCVD) system with a throughput rate of ~ 1 m2/min.
New precursor chemistry, nozzle design, and mass-flow
control has improved film deposition.  Additionally, runs
were conducted with a glass company to test the feasibility
of producing a SnO2:F/buffer film stack on a float line.

Modules produced with high-speed deposited SnO2
buffer layers (by APCVD on a float line) and thin CdS (by
vapor-transport on the production coater) were processed
with unconfirmed aperture efficiencies of > 9%.  Figure 2
provides an IV of a finished, encapsulated 0.72 m2 module.
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Figure 2. IV of module with thin-CdS/buffer layer

4. Glass properties
Glass is an inexpensive material well-suited as a

substrate for large-volume, low-cost PV.  However, with the
process temperatures used ( > 500°C), careful temperature
control during cooling is required to control residual stress,
flatness, and breakage.  Moreover, due to large thermal
mass of the entire system, significant start-up transients
must be taken into account. Heating and quenching
conditions were modified in an effort to reach a target of
2000 psi surface compression to provide protection against
breakage in subsequent processing or in the field.

5. Semiconductor uniformity
Consistent deposition of uniform CdS and CdTe are vital

to reaching the potential for the material system.  Layer
thickness is one of the parameters that has been used to
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improve uniformity.  In-situ laser sensing of CdS thickness
[2] and off-line X-Y mapping of CdS and CdTe thicknesses
have been used to achieve standard deviations in thickness
within runs and within plates of < 10%.

Surface photo-voltage (SPV, as measured by using a
high-impedance meter with a graphite pad in contact with
the CdTe side while illuminating from the glass side) has
been used to provide rapid characterization of the electrical
properties on coated plates.  Post-deposition processes
(CdCl2 treatment and back contact processes) greatly
improve the uniformity of SPV, but mapping plates
immediately after CdTe deposition shows that considerable
non-uniformity can be present in the cross-web direction
(down-web standard deviation is essentially zero).  Figure 3
shows an SPV map of a plate showing lower voltage at the
edges of the plate prior to CdCl2 treatment and contact
processing.
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Figure 3. SPV from glass/SnO2/CdS/CdTe plate (3 different
down-web positions on one plate)

Uniformity of microstructure (grain size, orientation, and
roughness) is also found to be excellent in the down-web
direction, but there is opportunity for improvement in the
cross-web direction.  Research on deposition conditions and
vapor-distributor design is ongoing to improve cross-web
uniformity of SPV and semiconductor microstructure.

6. Diagnostics
Tools that provide information for improved control or

understanding are essential for high-volume manufacture.
In addition to those mentioned above, full-module mapping
systems have been developed for four-point probe
resistance, photoluminescence, and Voc.  Semi-automation
of cell IV measurement was done to improve research
efficiency, with over 190,000 IVs taken in the past year.

7. Research on cell operation and alternative processes
Improved understanding of cell operation is also vital to

reaching the potential for the material system.  For example,
it has been found that back contact variables can have a
strong influence on cell open-circuit voltage.  Figure 4
provides an extreme example of this influence whereby the
omission of an interfacial layer (IFL) normally included in
the contact suppresses cell Voc by 500 mV.  However,
stripping the back-contact metal layers from the low-Voc cell
reveals it has ~ normal SPV (~780mV).  Finite difference
and closed-form analysis [2 and references therein] show
that micro-nonuniformity could explain this behavior, and
LBIC mapping [3] found that high micro-nonuniformity
correlated with low efficiency for the set studied.
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Figure 4. IV of two cells. (a) cell with standard contact, (b)
cell with interfacial layer of back contact omitted.

Other efforts to improve understanding have included
the use of admittance spectroscopy, electron-beam-induced
current, compositional analysis, spectral response, and stress
studies [2, and references therein].

While the majority of effort has been on refinement of
existing processes and improving understanding, some
effort was dedicated to exploring alternative processes.
Alternative contact treatments remain an area of interest for
their potential to improve product reproducibility,
efficiency,  and robustness, while potentially lowering costs.

9. Worker safety and environmental protection
Despite increased research and production activities, a

safe working environment has been maintained [4].  A new
hazard recognition program and internal audit program has
been put in place to ensure continued success.

Environmental issues have also been successfully
addressed.  Recycling of off-spec and end-of-life modules is
done on site, and a program for recovery of materials from
deposition system components has been instituted.  A
change from a methanol-CdCl2 process to an aqueous-CdCl2
process enabled the retention of a de minimus rating of
emissions for the facilities, so no permitting is required.
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ABSTRACT 
 

A low-cost, non-contact sensor was designed that 
simultaneously measures substrate temperature and 
emissivity.  The sensor measures these quantities based on 
the changes in both magnitude and wavelength distribution 
of thermal radiation that occur with changes in 
temperature.  Preliminary ex-situ measurements have 
confirmed the validity of the design.  A number of aspects 
of the sensor verification, however, remain as future work.  

 
1.  Background 

Substrate temperature is critical for CIGS depositions.  
Typical laboratory deposition systems monitor substrate 
temperature carefully through the use of thermocouples on 
the back of the substrate.  Such a configuration is 
problematic for production systems, where substrates are 
constantly moving through the system.  Although heater 
temperatures are commonly monitored, changes in 
deposition conditions may change the relationship between 
heater temperatures and the actual substrate temperatures.  
For flexible substrates, thermocouple temperature 
measurement is particularly problematic, since the low 
thermal mass of the substrate implies that contact with 
thermocouples actually changes the substrate temperature. 

Based on typical CIGS operating conditions, it was 
determined that the sensor must have the following 
characteristics:  (1) Range of 200 to 700 oC, with ±10 oC 
accuracy, (2) Ability to measure materials with unknown 
emissivities in the range of 0.05 to 1, (3) Ability to survive 
600 oC Se-containing ambient, and (4) Low cost. 

Off-the-shelf infrared (IR) systems do not satisfy the 
above criteria.  Many require emissivities to be both known 
and high.  Certain commercially-available “two-color” 
sensors allow temperature measurement independent of 
emissivity.  However, such systems typically provide valid 
data no lower in temperature than 450 oC, and they require 
use of bifurcated fiber optics that cannot withstand the 
necessary temperatures. 
 
2.  Principles of Operation 

A low-cost, non-contact sensor was designed that 
simultaneously measures substrate temperature and 
emissivity.  The sensor measures these quantities based 
both magnitude and wavelength distribution of thermal 
radiation.  Figure 1 shows the power density radiated, as a 
function of wavelength, at two different temperatures and 
emissivities.  Also shown are the wavelength response 
regions for two different IR sensors.  Calculations are 
according to Plank’s law [1]. At a fixed temperature, the 
magnitude of the radiation is proportional to the emissivity.  

At a fixed emissivity, the magnitude of the thermal 
radiation increases and shifts to shorter wavelengths with  
increasing temperature.  Thus, the ratio of the signals from 
the long- and short-wavelength sensors will indicate the 
temperature, regardless of the emissivity.  The emissivity 
can then be calculated using the deduced temperature and 
the magnitude of the overall radiation. 
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Figure 1:  Magnitude and distribution of thermal radiation 

for two different emissivity bodies at two different 
temperatures.  The wavelength response regions of two IR 

sensors are also shown. 
 

Two sensors were purchased to cover the wavelength 
regions illustrated in Figure 1.  The sensors are 
commercially-available thermopiles costing around $400.  
The responsivity of each sensor was defined as a function 
of wavelength and power.  This calibration was achieved 
using a blackbody cavity furnace of adjustable temperature 
and various apertures.  The furnace temperature was varied 
to change the incident spectral distribution, and the amount 
of radiation for a given distribution was varied using pie-
shaped apertures.   
 
3.  Ex-Situ Results 

Preliminary measurements were performed ex-situ on a 
hot plate, using samples with a variety of emissivities. 

Meaningful data analysis requires allowing for 
wavelength-dependent emissivity.  The IR sensors were 
calibrated using a blackbody furnace with an emissivity of 
1 over the entire spectral range of both sensors.  If the test 
sample emissivity is wavelength-dependent over from 3.5 
to 20 µm, the signal ratio between the two sensors changes 
from the calbration.  The necessity of allowing for 
wavelength-dependent emissivity was evidenced in gray-
body analysis by temperature offsets between 
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thermocoouple and IR results, and by apparent 
temperature-dependence of emissivity. 

Published data [2,3] shows that the wavelength-
dependence of the emissivity of metals in the range of 
interest can be empirically described the form 

bm += )ln(λε                                 (1) 
where  ε = emissivity, λ = wavelength, and m and b are 
parameters of the fit. The value of m was adjusted for each 
material to minimize the temperature-dependence of the 
emissivity.  Thermocouple and non-contact temperature 
measurements show reasonable agreement.  Figure 2 
compares temperature for each material as measured by 
thermocouple and IR thermometry.  For the metals, the 
results agree within a few degrees at all temperatures.  For 
glass, the disagreement is larger.  The wavelength-
dependence of glass emissivity may be more dramatic than 
the form assumed for the metals [4].  Figure 3 shows 
measured emissivity as a function of hot plate setting for 
each material. The Cu sample visibly oxidized during the 
measurement, as reflected in the increasing emissivity with 
time. Values are in agreement with the literature [5], 
although wide ranges are quoted for metal surfaces with 
varying degrees of oxidation. 
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Figure 2 :   temperature as a function of hot plate setting, 

assuming variation emissivity with wavelength 
 
 4.  In-Situ Design 

In-situ implementation of the IR thermometer requires 
several precautions.  The sensor must be protected from Se, 
cooled adequately, maintained at a known temperature so 
that output can be corrected, and screened from reflection 
from hot evaporation sources. 

A satisfactory enclosure was designed.  The sensors 
measure through a ZnSe window which is heated to drive 
off  Se.  The sensors are surrounded by water cooling coils 
inside the enclosure.  Thermocouples monitor the 
temperatures of the ZnSe window and the sensors, as 
necessary for accurate data analysis.  Signal wires exit the 
enclosure through a cooled path, which prevents Se vapor 
from entering the enclosure.  The enclosure design is 
similar to that which was used successfully to implement 
x-ray fluorescence in-situ.  A shield surrounds the 
measurement area.  The shield is outside the field of view 

of the sensors, but it prevents radiation from the nearby 
heat sources from hitting the measurement area and being 
reflected into the sensors. 
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Figure 3:  Measured emissivity at 8.5 microns wavelength, 

as a function of hot plate setting, assuming variation 
emissivity with wavelength. 

 
5.  Future Work 

A number of aspects of the sensor development remain 
as future work. First, the necessity to account for 
wavelength-dependent emissivity has implications for the 
temperature measurement.  Calibration of IR sensors with a 
blackbody furnace may not be sufficient for all samples.  
The wavelength behavior of CIGS emissivity must be 
investigated.  Second, full in-situ testing of the sensor must 
be performed.  Such testing involves verifying that 1) the 
proposed design adequately protects the sensor from Se,  2) 
the emission from the ZnSe window can be removed from 
the signal, 3) the sensor is adequately cooled, and 4) 
reflections from heaters and sources are adequately 
screened from the sensor.   
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ABSTRACT

This paper describes investigations of the effects of
buffer layers on CIGSS-based solar cells.  Two general
types of cells have been investigated, namely, direct ZnO
devices and cells with either a CdS or i-ZnO buffer layer.
The CIGSS absorber in all cases is Siemens Solar material.
The CdS buffer layers were grown by CBD at Siemens
Solar, and the i-ZnO buffer layers were grown by MOCVD
at WSU.   Typical efficiencies for the three types of cells
were; 7 to 9 % for direct ZnO/CIGSS structures; 11 to 14
% for cells with CdS or I-ZnO buffer layers.
Characterization studies included current-voltage analysis
to identify current loss mechanisms, and SIMS depth
concentration profiles.  These studies indicate that a key
purpose of the buffer layer is to provide a barrier to
diffusion of impurities into the absorber.

1.   Introduction

In an effort to understand the effects of buffer layers
on CIS-based solar cells,  two types of devices are being
investigated, namely, direct ZnO cells defined as a
structure with conductive n-ZnO deposited directly onto a
CIGSS substrate, and cells with effective buffer layers.  In
particular, CdS grown by CBD and highly resistive ZnO (i-
ZnO) grown by MOCVD were utilized as buffer layers.
Although buffer layers probably serve more than one
purpose, it would seem that one strong possibility is that
they act as barriers to diffusion of impurities from TCO
layers into absorbers.  Clearly, buffer layers may serve
other purposes such as to provide interface passivation or
to establish an inverted region in the absorber.  The focus
of this paper is to examine the possibility that buffer layers
serve as barriers to diffusion of undesirable impurities into
CIS-based absorbers.

2.   Cell Fabrication and Performance

Three cell structures were investigated.  Layered
structures appropriate for direct n-ZnO/CIGSS and n-
ZnO/CdS/CIGSS cells were provided by Siemens Solar
Industries (SSI) in the form of 10 cm x 10 cm plates.  After
dicing the plates into 2 cm x 2 cm substrates, Ag collector
grids were deposited onto the substrates, cells defined and
characterized.  SSI also provided 10 cm x 10 cm plates of

CIGSS on Mo coated glass.  These plates were diced into 2
cm x 2 cm substrates and used to fabricate cells with i-ZnO
buffer layers.  Measured efficiencies for the three types of
cells are typically 7 to 9 % for direct cells, 11 to 14 % for
cells with CBD CdS and MOCVD i-ZnO buffer layers.

3.   Physical Characterization

SIMS depth concentration profiles of the CIGSS
absorber regions have been carried out for direct cells and
devices with CdS buffer layers.  Profiles have not yet been
carried out on cells with i-ZnO buffer layers.  SSI TCO
layers (boron doped ZnO) and CdS layers were removed
using a 15 second etch in 50% (by volume) HCl in water
solution.  It was determined that this procedure removes
the SSI TCO layer (typically 1.7 um) and CdS buffer layer.
The required time of etching was determined by creating a
step height with photoresist and then measuring the step
height with a Zygo interferometer.  A similar method was
used to determine that the HCl solution only removes
CIGSS at a rate of 0.25 A/s.  Thus, the process used to
remove the TCO and CdS layers only removes a few
angstroms of the CIGSS absorber.  

Depth concentration profiles for a given sample were
acquired after various amounts of CIGSS was removed
with a bromine etchant.   This approach results in smoother
surfaces which improves one's ability to interpret data.
The bromine etching solution consisted of a mixture of
0.02 mol/l Br2 and 0.1 mol/l KBr.  Again using a Zygo
interferometer, we determined that this etchant removed
CIGSS at rate of 2.4 A/s.  Following a bromine etch all
samples were cleaned with hot trichlorethylene, acetone,
methyl alcohol and deionized water.  Zygo images clearly
established that substantial surface smoothing occurs with
the bromine etching process.

TOF-SIMS was chosen for depth profiling because of
its sensitivity to impurities that might diffuse into CIGSS
absorbers from TCO layers during cell fabrication.
Nominal sensitivity of the TOF-SIMS is in the parts per
billion range.  The data reported here were obtained by
averaging two areas on the CIGS surfaces. Residual
hydrocarbons were removed with a light sputter, namely,
30 seconds at 600 pA Ga+ over a 200 x 200um region.
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Based on calibration with SiO2 this procedure should
remove less than five angstroms of CIGSS.

SIMS data taken at various depths for direct and CdS
buffered cells are shown in Figure 1.   The data for direct
cells show a significant concentration of an impurity with a
mass of 27.   Since SSI dopes their TCO with boron we
tentatively identify this impurity as due to boron + oxygen.
Further data analysis is being carried out to determine if we
can clearly identify boron.  The key point to be made,
however, is that impurity diffusion into CIGS absorbers is
not evident for cells with CdS buffer layers.

4.   Current Loss Mechanisms

Current-voltage characteristics near the maximum
power point were analyzed for the two types of cells to
determine J-V parameters for the current loss component.
Typical Jo and A-factors are given in Table 1.  Results will
be reported at the meeting for n-ZnO/i-ZnO/CIGSS cells.
Recently, a cell with a WSU i-ZnO buffer layer was
determined by NREL to have an efficiency of 13.4 %.
Results for this cell will be available at the meeting, but it
is clear that its J-V parameters are similar to those
exhibited by CIGSS cells with CdS buffer layers.

Table 1 --  Typical Current Loss Parameters

Jo ( A/cm2 ) A-Factor

Direct n-ZnO/CIGSS             5x10-6               2.4

n-ZnO/CdS/CIGSS                2x10-8               1.6

Although only limited studies have been conducted,
results for the direct ZnO cells suggest that the current loss
mechanism in these devices is not explained by SRH
recombination.  These cells are usually characterized by an
A-factor significantly greater than 2.0.  Simulation studies
conducted with the aid of PC-1D for CIS-based cells
indicate that SRH recombination due to traps in the
depletion region should lead to A-factors in the range of
1.3 to 1.7, as the trap level is varied from the band edge to
midgap point.    A-factors greater than 2.0 can be due to
multiple step tunneling, or tunneling mechanisms
combined with recombination processes.   Such an
explanation would be consistent with the higher impurity
concentartion level in direct cells.   On the other hand,
simulation studies suggest that CIGSS cells with CdS
buffer layers are characterized by current loss mechanisms
due to SRH recombination via midgap states.

5.   Conclusions

Two types of CIGSS-based cells are being
investigated in an effort to improve understanding of the
effect of buffer layers on cell performance, namely, direct
n-ZnO/CIGSS cells and devices with effective buffer
layers.   The approach to these studies involves combining
information from SIMS profiles, current-voltage analyses
and simulation studies.  Tentative conclusions are as
follows:
(1) Direct n-ZnO/CIGSS cells are characterized by
enhanced current losses probably due to
tunneling/recombination processes via trap levels
associated with boron impurities that diffuse into the
absorber during TCO deposition;
(2) CdS buffer layers act as effective diffusion barriers to
boron and other impurities during cell processing resulting
in cells with significantly reduced current losses relative to
the direct cells;
(3) Current losses in CIGSS cells with CdS buffer layers
are due to SRH recombination via midgap states.
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Figure 1. TOF-SIMS profiles due to a mass 27 species
in direct ZnO(B)/CIGSS and
ZnO(B)/CdS/CIGSS cells.
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ABSTRACT 
 
     The chalcopyrite Cu(In,Ga)Se2 (CIGS) shows promise as 
an absorber layer in thin polycrystalline solar cells, however, 
details of the PVD growth of this complicated material 
remain in a developing stage.   Previous workers have 
postulated the existence of a thin film of liquid CuxSe on the 
growing CIGS film, and that this layer acts as a reservoir of 
copper as well as a layer in which rapid mass transport is 
possible.  In this paper we present transmission electron 
microscopy (TEM) and high resolution Auger electron 
spectroscopy (AES) mapping data taken on samples that had 
their growth interrupted at a stage when CuxSe was expected 
to be present.  The AES maps show CIGS grains which are 
highly enriched in copper relative to the rest of the CIGS 
film, and that these same areas contain almost no indium, 
results consistent with the presence of CuxSe.  Small-area 
diffraction analysis and energy dispersive spectroscopy 
(EDS) performed on these same samples independently 
confirm the presence of CuxSe at the surface of growing 
CIGS films. 
 
1.  Introduction 
     Of the several methods available for the deposition of 
CIGS thin films, physical evaporation of the elemental 
precursors in the “three-stage” process has yielded the most 
efficient devices to date [1].  The first stage of this process 
involves the coevaporation of gallium and indium in a 
selenium ambient.  Next, the film is made copper-rich by 
stopping the In and Ga fluxes and ramping up the copper 
source.  The third stage is typified by a short exposure to In 
and Ga fluxes without copper. 
     Previous workers have proposed on the basis of phase 
diagrams and the relevant growth conditions a growth model 
in which there is a thin film of liquid copper selenide on the 
surface of the solid film during the time that the film is 
copper rich [2,3].  There has so far been little experimental 
evidence to support this model, in part because X-ray 
diffraction cannot distinguish between the similar structures 
of copper selenide phases and CIGS.  In this paper, we use 
the techniques of SEM, AES, TEM, electron diffraction, and 
energy dispersive spectroscopy to identify different selenide 
phases that were present during CIGS thin film growth. 
 
2.  Experimental 
     Thin films of (In,Ga)2Se3 precursors were deposited in 
“stage 1” on heated, Mo-coated soda-lime glass substrates by 
coevaporation of the pure elements.  The second stage in 
which a copper flux is provided to the growing films was 
completed, and the films were allowed to cool to room 
temperature (“quenched”) without proceeding through the 
usual third stage. 
 
     The AES experiments were conducted on quenched films 
that were transferred through air to the UHV chamber of a 
Physical Electronics 670 field emission scanning Auger 
spectrometer.  Best elemental contrast was obtained on 

samples that had been subjected to just enough sputtering 
with 3 keV Ar+ ions to remove the oxygen and carbon 
containing overlayers contaminating the samples.  A typical 
sputtering time for this process was 30 s at a current density 
of 20 µA/cm2.  SEM and AES imaging was carried out using 
a 10 kV, 10 nA primary beam and with standard sensitivity 
factors [4].  TEM, small area diffraction, and energy 
dispersive spectroscopic measurements were performed in a 
Phillips CM30 TEM operating at 300 keV. 
 
3.  Results and Discussion 
     Figure 1 is comprised of SEM and Auger images of the 
same area of a CIGS surface.  The SEM image is taken by 
collecting all secondary electrons excited by the primary 10 
keV electron beam, whereas the Auger images are maps of 
the intensities of electrons with particular kinetic energies.  
The copper and indium AES maps in Fig. 1 show that the 
distribution of these elements on the film’s surface is not 
uniform, in contrast to the selenium distribution.  
Furthermore, one can see that the indium and copper 
concentrations are inversely correlated spatially, i.e. the 
crystallites that are rich in copper contain almost no indium, 
and likewise, those that are rich in indium are poor in copper.  
This stands as the first piece of evidence that a CuxSe phase 
was present in the quenched CIGS film. 

Figure 1.  SEM image and Auger maps of copper, indium, 
and selenium. 
 
     The fact that the selenium concentrations do not vary 
substantially across the surface of the film is consistent with 
prior studies on similar materials [3], and indicates that the 
CuxSe phase has a stoichiometry that results in a selenium 
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concentration the same as the surrounding phase, 
Cu(In,Ga)Se2.  Matrix effects are assumed to be negligible. 
     Small-area electron diffraction patterns and a TEM image 
are shown in Figure 2.  An electron diffraction pattern from 
the lighter area of the TEM image labeled “a” is shown in the 
first panel of the figure and has the symmetry and spot 
spacing appropriate for chalcopyrite Cu(In,Ga)Se2.  A 
diffraction pattern from one of the small dark crystallites 
observed in the TEM image is displayed in panel (b) of the 
figure.  As expected from the similar lattice constants and 
structure of CIGS and CuxSe, the diffraction patterns are 
similar, and differ mainly by the more intense third order 
spots exhibited by the “b” crystallites.   The origin of these 
higher order spots is not fully understood at this time and is 
the subject of continuing investigations.  In any case, 
distinguishing between CuxSe and CIGS cannot be done on 
the basis of the diffraction patterns alone.   

Figure 2.  Small area diffraction patterns and TEM image of 
CuxSe and CIGS.  
 
     Figure 3 shows energy-dispersive spectra of the same two 
areas of the CIGS film shown in Figure 2.  It can be seen 
from the two spectra that crystallite “b” has a much higher 
ratio of copper to selenium than area “a”.  It is also apparent 
that area “b” is devoid of gallium and indium, whereas area 
“a” contains these elements in proportions consistent with 
the CIGS stoichiometry.  Taken together with the Auger 
mapping data, there is a consistent picture of these CIGS 
films being partially covered with particulates of a solid 
copper selenide phase. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.  Energy dispersive spectra of the two areas of 
Figure 2. 
 
4.  Summary 
     Thin films of copper rich CIGS were grown on Mo coated 
glass substrates.  High resolution Auger elemental mapping 
data showed portions of the films that were rich in copper 
and devoid of gallium and indium.  Although electron 
diffraction data did not allow the unambiguous identification 
of the two different materials, the diffraction patterns did 
differ in that the copper selenide phase showed intense third 
order spots.  Energy-dispersive spectra confirmed the AES 
mapping data: the CIGS film was at least partially coated 
with a layer of solid copper selenide that under the growth 
conditions is a liquid.  During PVD growth, this liquid layer  
is expected to serve as a layer in which rapid mass transport 
if able to occur, and function as a reservoir of copper for 
further film growth.   
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ABSTRACT

       A comprehensive device modeling and numerical
simulation effort of the performance of CIGS solar cells with
an emphasis on band-gap engineering of the CIGS absorber
layers has been carried out using the AMPS-1D device
simulation program.  A variety of graded band-gap structures
for the CIGS absorber layers are examined.  The device
physics and performance of the CIGS cells with different
band-gap profiles are analyzed.  Based on the simulation
results, an optimal graded band-gap CIGS cell structure is
proposed.

1. Introduction
Increasing the open-circuit voltage (VOC) to improve the

overall performance of the Cu(In,Ga)Se2 (CIGS) solar cells is
highly desirable to minimize the interconnection loss in the
manufacture of CIGS solar cell modules.  Band-gap
engineering of CIGS cells implemented by alloying the
CuInSe2 (CIS) with Ga to form Cu(InxGa1-x)Se2 or CuGaSe2
absorber layers can be used to enhance the cell performance.
Using spatial variation of Ga content within the CIGS layer,
the band-gap profile can be optimized to increase the photon
absorption and carrier diffusion and to reduce the
recombination rate, and hence to improve the VOC and JSC in
CIGS cells.

2. Modeling and Simulation of Cu(In,Ga)Se2 Solar Cells
The CIGS solar cell structure used in this simulation

consists of the following layers: ZnO, CdS, high-
recombination interface, OVC, and the CIGS absorber. The
computer simulation tool AMPS-1D (Analysis of
Microelectronic and Photonic Structures) [1] is employed by
specifying the semiconductor parameters in each defined
layer of the cell structure as input parameters to the
simulations.  With limited knowledge of the semiconductor
parameters in each defined layer and uncertainties in the
interface and junction properties arising from possible
interdiffusion and reaction during the cell processing, the
division of the layers for the cell structure is limited to a
simple device structure as depicted below. To proceed with
the simulation, reasonable material parameters are employed.
Although no attempt was made to match the simulation
results with the experimental data, the intention is to analyze
the trend in the performance of CIGS cells versus the band
gap parameters and profiles in the CIGS absorber layers.

Schmid et al [2] have demonstrated the existence of an
In-rich n-type surface layer, which was identified as an
ordered vacancy compound (OVC) and tentatively assigned
the stoichiometry CuIn2Se3.5 or CuIn3Se5. A junction model
was proposed that consists of the chalcopyrite/defect

chalcopyrite heterojunction between the p-type bulk CIS and
n-type OVC layers.  The electrical characteristics of low hole
mobilities (µp≤10cm2/V-s), high resistivity (105-106Ωcm),
and low carrier densities (1011-1012cm-3) was suggested for
the defect chalcopyrite Cu(In1-xGax)3Se5 materials for 0<x<1.
Furthermore, the conductivity type changed from n- to p-type
when the Ga content exceeds 30% [3].  In these simulations,
a 30nm OVC layer with µn=10cm2/V-s, n=1012cm-3,
Eg=1.3eV is inserted between the CdS and CIGS layer, and
an interfacial layer with a high density of effective
recombination centers is placed at the metallurgical junction
between the OVC and CdS layer. The total thickness of the
absorber layer is maintained at 2µm for all the graded band-
gap structures studied.  A deep level defect is placed in the
middle of the band gap as an effective recombination center
for the interface, CdS layer, and the space charge region
(SCR).  The changes in the physical properties of CIS films
with the addition of Ga include an increase in band gap
energy, which mainly shifts the conduction band position [4],
and increases in the hole concentration [5], bulk defect
densities, absorption coefficients, and electron affinities.  The
room temperature mobility was found to remain nearly
constant while varying the Ga content over a wide range [5].
To examine the effects of the band gap gradient on the device
performance, the majority of the material parameters used in
the simulations are maintained unchanged except that the
band gap energies, electron affinities, and optical absorption
coefficients are changed as the Ga content in the CuIn1-

xGaxSe2 films is changed.

3. Results and Discussion
From the simulation results of the uniform band-gap

CIGS cells shown in Table 1, it is found that CuIn1-xGaxSe2

cells (x≈0.32 for Eg≈1.2 eV [6]) has a higher VOC and a
smaller JSC than a CIS absorber stoichiometry due to the
smaller absorption coefficients and the reduction in the
absorption of longer wavelength photons. However, the
device performance was deteriorated when the Ga content in
the CuIn1-xGaxSe2 films exceeds 30 - 40% (x>0.3-0.4) [7].

Table 1 Simulated performance parameters of the CIS and
CuIn0.68Ga0.32Se solar cells with a uniform band-gap profile

Eg η (%) VOC (mV) JSC (mA/cm2) F.F. (%)
1.04eV 13.00 500 38.01 68.4
1.20eV 15.77 655 32.27 74.6

The recombination rate in the space charge region
(SCR), which controls the VOC of CIGS cells, can be reduced
by increasing the barrier height via the increase of band-gap
energy in the SCR to improve the VOC, but a small loss of JSC
might be expected if the wider band-gap region is not
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sufficiently thin. The dependence of VOC on the band gap
energy in the SCR of CIGS cells has been reported [9].  In
the simulations, the wider band-gap layers from the highest
band-gap energies of 1.16 to 1.35eV decreasing linearly to
1.04eV are placed entirely in the SCR, and the band-gap
energies of the OVC layer and the remaining region of the
CIGS layer are kept at 1.3eV and 1.04eV, respectively.  The
simulation results are shown in figure 1.  Comparing the
performance of the uniform band-gap CIS solar cell in Table
1, the value of VOC is improved without significantly
decreasing the JSC and increases with increasing band-gap
energy in the SCR.  The change in fill factor (F.F.) is related
to the conduction band offset between the OVC and the
CIGS layers.  The large conduction band offset due to the
wider band-gap layer in the SCR results in a lower value of
fill factor.

74

75

76

77

78

79

1.1 1.15 1.2 1.25 1.3 1.35 1.4

525

535

545

555

37

37.5

38

38.5

1.1 1.15 1.2 1.25 1.3 1.35 1.4

14.5

15

15.5

16

16.5

End-point value of band-gap energy in the space charge region

74

75

76

77

78

79

1.1 1.15 1.2 1.25 1.3 1.35 1.4

525

535

545

555

37

37.5

38

38.5

1.1 1.15 1.2 1.25 1.3 1.35 1.4

14.5

15

15.5

16

16.5

74

75

76

77

78

79

1.1 1.15 1.2 1.25 1.3 1.35 1.4

525

535

545

555

37

37.5

38

38.5

1.1 1.15 1.2 1.25 1.3 1.35 1.4

14.5

15

15.5

16

16.5

End-point value of band-gap energy in the space charge region

Figure 1 The dependence of cell performance on the band-
gap energy in the space charge region (SCR) of CIGS cells.

A quasi-electrical field [9] can be established by the
band-gap gradient by incorporating a high Ga content in the
back region (near the Mo contact) of the CIGS absorber
layers by reducing the back surface recombination and
increasing the effective minority-carrier diffusion length.
This results in an efficient carrier collection in the CIGS
cells, and thus both the VOC and JSC are enhanced.
Consequently, a back surface field (BSF) is formed by the
normal grading, in which the band-gap energy is linearly
increased towards the back, and the step grading, in which a
wider band-gap layer is placed in the back, as illustrated in
the band structures of case- 2 and 3 in Table 2, respectively.
Comparing the performance of the cells in case- 1, both the
JSC and VOC with either a normal- or step- back surface
grading are improved simultaneously, and hence the
conversion efficiency is also increased as shown in Table 2.
Comparing the performance of the cells in cases -5 and 6
with that in case-4, the same trend was obtained again.

From the simulation results, it is found that a proper
band-gap grading with a wider band-gap CIGS layer in the
SCR and a back surface grading are capable of significantly
improving the performance of the CIGS cells by applying the
gradient of Ga content in the CIGS absorber layers.  In the
simulations, the band-gap energies in the SCR and back
region and the thickness of the back surface grading layers
are varied to achieve the optimal performance in terms of
reducing the carrier recombination and increasing the carrier
collection for the given material parameters and device
structure.  The results are shown in Table 2.  Comparing the

performance between the uniform band-gap cell (case 1 of
Table 2) and the graded band-gap cells (case 5 and 6 of Table
2), the benefit of band-gap grading for the CIGS solar cells is
clearly demonstrated.
Table 2 Simulated results for performance of the CIGS solar
cells with various band-gap profiles

Band-gap
profile

η
(%)

Voc
(mV)

Jsc
(mA/cm2)

F.F.
(%)

Case 1 15.42 617 34.05 73.4

Case 2 15.72 622 34.61 73.1

Case 3 15.81 620 34.77 73.3

Case 4 17.57 658 33.55 79.6

Case 5 18.34 669 34.46 79.6

Case 6 18.39 675 34.31 79.4

4. Summary and Conclusion
Device modeling and numerical simulations of the CIGS

solar cells with various band-gap profiles have been carried
out using the AMPS-1D simulation program.  A systematic
analysis of the graded band-gap structures for the CIGS solar
cells is presented.  The band-gap grading using the wide
band-gap layer in the SCR and/or the back surface grading by
employing the gradient of Ga content in the CIGS absorber
layer can greatly improve the performance of the CIGS solar
cells.
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ABSTRACT 
This paper summarizes recent advances at the University of 
Illinois on understanding fundamental limitations to device 
performances in CIGS solar cells.  Here, we present two 
primary results, (1) a model of the nature of CIGS 
heterojunctions, and (2) the results of AMPS computer 
simulations on graded-junction absorber layers. A model for 
surface charge formation and defect incorporation leading to 
an inverted surface in the absence of a segregated second 
phase is presented.  The results suggest that the CIGS 
surface orientation could be important for high-performance 
heterojunctions. AMPS modeling shows that a dip in the 
conduction band beyond the depletion region results in a 
loss of red photoresponse.  The maximum acceptable 
penetration depth of the S is directly related to the doping 
level in the junction region. 
 
1. Introduction 
Photovoltaic devices based on CuInSe2 have the highest 
performance of any thin film device.  However, many 
questions remain to be answered concerning their operation.  
Understanding the nature of the heterojunction and the 
composition and electronic properties of the near surface 
region and how these affect device performances are crucial. 
 
2.  Surface States and the Heterojunction 
Recent studies by this group have shown[1,2] that the non-
polar (220) surface of CIGS spontaneously decomposes into 
charged (112)-type facets.  This is remarkable when one 
considers that the Madelung energy arguments of classical 
solid-state physics work against such a phenomenon.  
Clearly, a surface modification must occur such that the 
surface charge is eliminated.  This suggests that significant 
chemical differences exist on or near the two polar surfaces 
relative to a bulk layer.  To explore this issue in greater 
depth, we have taken advantage of our ability to control 
surface orientation through epitaxy.  We have grown both 
the Se and the metal-terminated (112) polar CIGS surfaces 
and have studied air-exposed surfaces by angle-resolved X-
ray photoelectron spectroscopy (XPS).  These are the 
surfaces typically used to fabricate solar cells.  Both show a 
1-3 monolayer thick oxide of the group III elements and 
devoid of Cu.  However, Cu is found in the underlying 
monolayers of material.  No differences in the valence band 
spectra were found for the two surfaces.  In addition, 
atomic-force microscopy measurements showed very 
similar surface morphologies for the two surfaces, although 
the Se-terminated surface contains a much higher density of 
surface steps.  The surface structure suggests that only one 
type of atomic step is present on these surfaces, probably 
the Se-terminated step.  Experiments are currently underway 
to study Se-capped (non-air-exposed) surfaces by XPS and 

to perform atomic-resolution measurements of the surface 
reconstruction by low-energy electron diffraction and 
scanning tunneling microscopy.  Additional experiments are 
being conducted with L. Brillson at the Ohio State 
University characterizing the near surface depth dependence 
of cathodoluminescence and photoluminescence. 
 
From these and previous results, we conclude that the 
surface of CIGS grows by rapid nucleation and 
gradual growth of Se terminated steps across Se-
terminated surface terraces on a surface such as the 
(220). This causes the Se-terminated terraces to be 
rough and leaves the metal-terminated terraces, on 
which nucleation is slow, relatively smooth. Similarly, 
on polar surfaces the surface grows by Se-terminated step 
motion.  Step density depends upon the rate of nucleation of 
new terraces.  Thus, on the Se-terminated surface the step 
density is much higher than on the metal-terminated surface.   
 
Based on the Madelung argument, we anticipate that a Se-
terminated surface must transfer electrons to the metal-
terminated face to provide surface charge neutrality.  This 
transfer will result in point defect generation or surface 
reconstruction.  This can be accomplished with a modest 
number of surface atomic defects (antisites or vacancies) 
without recourse to a full surface phase.  We further note 
that incorporation of an In on a Cu site (InCu) antisite defect 
into a step edge would tend to promote the formation of Cu 
vacancies on adjacent surface sites to form neutral defect 
clusters.  The formation of vacancies would retard surface 
step growth locally.  This may account in part for the 
surface morphology observed. 
 
3.  Device Analysis and Modeling 
In addition to the surface growth studies on epitaxial layers, 
we have conducted experimental characterization and 
modeling of samples distributed under the CIS Thin Film 
Partnership Team.  In particular, we analyzed a solar cell 
layer from Siemens Solar Industries and modeled the 
resulting device performance using the AMPS computer 
code.   Based on composition depth profiles obtained by 
secondary-ion mass spectrometry and Auger electron 
spectroscopy by us and at NREL, we estimated the band 
edge positions as a function of depth in the absorber layer 
(see Fig 1).  This data was used to implement a model of the 
corresponding solar cell using the AMPS computer code.  
The results were compared with experimental data giving 
spectral response as a function of bias voltage and 
current/voltage characteristic as a function of temperature.  
The spectral response comparison is shown in Figure 2.  
The spectral response data fits well, although the current 
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voltage curves are less adequate for calculations to date.  
The preliminary conclusions of the fit are as follows.   
 
First, the general shape of the bias-dependent spectral 
response shows a poor response to red photons.  The change 
in valence band energy due to a surface sulfur treatment is 
most critical to fitting this behavior.  The implementation of 
the band edges shown in Figure 1, results in this response 
for expected hole densities.  A shallower sulfur distribution 
should have resulted in a much-improved red response. 
 
Second, the bias-dependence of the spectral response is 
most strongly connected to the defect density in the device.  
The exact level of defect density probably also affects the 
non-ideality of the device.  The cells being modeled here 
appear to have a second junction in series with the 
collecting junction and some series resistance, which makes 
fitting more difficult.   More specific conclusions will be 
possible when a more complete data fit is achieved. 
 
4.  Conclusions 
Experiments indicate that the surface of CIGS strongly 
prefers polar (112) orientations.  A surface energy argument 
indicates that the surfaces must reconstruct or accumulate 
point defects to balance their surface charges.  Thus, surface 
inversion may not require a 135 phase.  Device modeling of 
near surface sulfur gradients points to the importance of 
careful control of the sulfur penetration depth. 
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Figure 2:  Spectral response data (lines) on a Siemens 
Solar Industries solar cell produced for the Thin Film 
Partnership "round robin" study for three bias voltages.  
Points indicate the AMPS fit results. 
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Figure 1.  Estimated conduction and valence band edges 
as a function of depth through the absorber layer based 
on AES and SIMS depth profiles. 
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ABSTRACT 
First-principles total-energy study for CuInSe2 reveals a 

number of (112) and ( 211 ) surface structures stable at different 
atomic chemical potentials.  This structure richness raises the 
possibility for engineering CIS/CIGS properties by surface 
control during the growth.  The experimentally observed 
spontaneous decomposition of the (220)/(204) surfaces into 
(112) and ( 211 ) is also confirmed by calculating the absolute 
surface energies. 
 
1. Introduction  
 CuInSe2 (CIS) is an important thin-film solar cell 
material.  Poly-crystalline CIS is exclusively used in the CIS 
solar cell technology.  Either at the grain boundaries or at the 
interface of heterojunctions, the physical properties of the CIS 
surfaces are important.  For example, recent studies of  
CuIn1-xGaxSe2 solar cells showed that certain surface 
orientations [e.g., (220)] of thin films might have superior 
properties than others. [1]  It is therefore essential to 
understand the effects of the various surfaces on the electronic 
properties of CIS.  More interestingly, unlike the conventional 
semiconductors, some CIGS (220)/(204) surfaces are unstable 
against the decomposition into (112) and ( 211 ) facets. [2]  
Here, based on the general principles being developed for III-
V, and to a lesser extent for II-VI surfaces, we have studied a 
number of self-compensated (112)/( 211 ) surfaces and 
compared their energies to the (220)/(204) surfaces. 
 
2. Theoretical approaches 
 The calculation was carried out using the VASP code, 
[3] the Vanderbilt ultrasoft pseudopotential, the local density 
approximation, and a supercell approach.  The supercell 
contains 12 atomic layers + 4 equivalent vacuum layers.  A 
180-eV cutoff energy was used and tested up to 234 eV.  
Atoms at the back surface are fixed while the rest of them are 
relaxed until the forces are less than 0.1 eV/ Å.  Absolute 
surface energies are calculated.  Details will be given 
elsewhere. [4]  The calculation for the (220)/(204) surfaces is 
straightforward with 16/8 atomic layer + 4 equivalent vacuum 
layer supercells. 
 It is well known that surface energy is a sensitive 
function of the sample preparation/growth conditions.  These 
translate into the dependence on the atomic chemical 
potentials.  For ternary CIS, there are two quasi-independent 
chemical potentials: µCu and µIn, whereas the chemical 
potential of Se can be determined by the heat of formation 
(∆HCIS = 2.11 eV) via µCu + µIn + 2µSe = −∆HCIS. [5]  Figure 1 
shows the triangle indicating the assessable region of the Cu 
and In chemical potentials.  Given the constraints that binary 
compounds In2Se3 and Cu2Se also may form from the Cu-In-
Se mixture, the triangle in Fig. 1 is further divided into three  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
subregions.  CIS is only a narrow stripe with four corners 
defined by (A-D).  In principle, the CIS region in Fig. 1 is 
further narrowed [5] by the formation of ordered vacancy 
compounds, 1-3-5, 1-5-7, etc. but these will not be considered 
here. 
  
3. Results 
 We will present the results using the convention for 
binary compounds.  Thus, for the non-polar (220) surface, the 
primitive unit cell is c(2x2) whereas for the (204) surface, the 
primitive unit cell is 1x4.  Similar to the binary (110) 
counterpart, these surfaces are non-polar with equal (Cu+In) 
and Se coverage, as well as equal Cu and In coverage.  The 
calculated surface energies are 1.08 eV/a0

2 for (220), and 1.16 
eV/a0

2 for (204), respectively, where a0 is the calculated bulk 
lattice constant = 5.72 Å.  It is well known that charge transfer 
between cation and anion takes place in every (110)-derived 
surfaces.  A 0.08 eV/a0

2 increase of the surface energy thus 
reflects a decrease in the Coulomb binding between the 
positive and negative charges in the elongated 1x4 
reconstruction over the more compact c(2x2) reconstruction. 
 For the nominally cation-terminated polar (112) surfaces, 
we considered 10 different structures of which 7 have c(4x2) 
and 3 have 4x2 reconstructions.  Note that c(4x2) is the 
smallest surface cell for CIS.  The surface models include (i) 
Cu vacancies, (ii) Cu + In vacancies, (iii) Cu-on-In antisite, 
(iv) Se addimer, (v) Se adatom, (vi) Cu adatoms, and (vii) In 
adatoms + In-on-Cu antisite, on different lattice sites.  Figure 
2(a) shows the calculated absolute surface energy for low-
energy structures.  We see that the surface reconstruction and 
the underlying atomic structure are very sensitive to the 
atomic chemical potentials:  From A to B, 2VCu per c(4x2) (= 

 
Figure 1.  Region of Cu and In chemical potentials.  CIS 
region is defined by the four corners (A-D) where  (µCu, 
µIn, µSe) is given.   
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complete depletion of the Cu atoms from the surface layer) is 
the most stable.  From C to D, CuIn surface antisite is the most 
stable, instead.  In Figure 1, we see that A-B line is more In-
rich than the C-D line.  This explains the change of the energy 
order between the two.  The (Cu, In) vacancy pair also has 
reasonably low surface energy to within 0.04 eV/a0

2 above the 
global minimum, and becomes true minimum in regions where 
transition between VCu and CuIn is under the way.  The energy 
of Se ad-dimer goes down quite significantly when 
approaching the Se-rich limit. However, it never gets low 
enough to dominate over others. 
 For the nominally anion-terminated polar ( 211 ) surfaces, 
we considered 5 different structures all in primitive c(4x2) 
reconstruction.  These include (i) In-on-Cu subsurface antisite, 
(ii) Se vacancy, (iii), Se addimer, (iv) Se adatom, and (v) Cu 
adatoms.  Different from the (112) surface, the ( 211 ) surface 
has two distinct features: (a) the Se addimer at the Se-rich 
limit.  Being 0.7 eV/a0

2, it is by far the most stable surface 
structure for CIS.  (b) The lack of top layer modification away 
from the Se-rich limit.  The lower-energy In-on-Cu structure 
has the antisite in the subsurface layer, instead.  Because the 
A-B line is more In-rich than the C-D line, the In-on-Cu 
antisite is more stable in the A-B region than in the C-D 
region. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4. Discussions 
(i) Even though in the literature [2] one often does not 
make the distinction between the (220) and (204) surfaces, we 
found that their energy difference can be significant due to an 
intrinsic difference in the surface Coulomb attraction. 
(ii) The (112) and ( 211 ) surfaces possess complex 
surface-structure “phase diagrams”.  Such complexity raises 
the possibility for tailoring the physical properties of CIS films 
by imposing desired structures during the growth.  For 
example for the (112) surface, growth along the A-B line 
would result in a Cu-vacancy rich environment.  Even if a 
fraction of the surface vacancies can be buried to become bulk 
vacancies, it would naturally lead to p-type films.  The same is 
true for the C-D line, which, however, provides a much deeper 
CuIn double acceptor.  This could be undesirable if achieving 
good p-typeness is the purpose, but could be desirable if semi-
insulating is the purpose.  For the ( 211 ) surface, the formation 
of the Se addimers will lead to a Se double layer that could 
interrupt the growth sequence, thereby causing surface 
roughness. [2]  Finally, we note that self-compensation at the 
(112) surface is always achieved by intrinsic defects that are 
p-type in the bulk (VCu, CuIn and VIn), whereas for the ( 211 ) 
surface, it is always achieved by intrinsic defects that are n-
type in the bulk (InCu, Se antisites), instead. 
(iii) Recently, Liao and Rockett [2] reported AFM 
observation of the spontaneous decomposition of the 
(220)/(204) surfaces into (112) and ( 211 ) facets.  Figure 2 
shows the calculated surface energy: the (220) [and (204) not 
shown but nonetheless has slightly higher energy] surface is 
less stable, on the absolute energy scale, against either (112) 
or ( 211 ), not only against the average of the two.  Interestingly 
for the (112) surface, not only the structures involving CIS-
specific defects such as Cu vacancy and Cu-on-In antisite have 
lower energies, but also the (Cu, In) vacancy pair.  In 
comparison with the binary counterpart, ZnSe, the latter result 
suggests that even the cation-terminated (111) surface of ZnSe 
may have lower energy than (110) by the cation vacancy 
formation.  On the other hand, the low energy of the ( 211 ) 
surface at least in the Se-poor condition is due entirely to the 
CIS-specific In-on-Cu antisites.  Thus, spontaneous 
decomposition may not occur in ZnSe.  Moreover, the In-on-
Cu antisite is in the subsurface layer with larger diffusion 
barrier as it has four nearest neighbors, instead of three being 
typical for surface defects.  One has the opportunity to 
kinetically suppress the InCu formation during the growth.  
This will force the ( 211 ) surface to be either Se vacancy or 
addimer terminated, preventing decomposition of the (220) 
surface in the Se-poor condition: at point A of Fig. 2, [E(2VCu) 
+ E(VSe)]/2 is 0.22 eV/a0

2 higher, instead of lower, than 
E(220). 
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Figure 2.  Absolute surface energy for (a) (112) and (b) 
( 211 ) surfaces.  Energy for (220) surface is also shown.  
Chemical potential ranges are indicated at the bottom. 
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ABSTRACT 
 

This work is directed at developing low-cost, non-vacuum 
techniques for fabricating photovoltaic (PV) solar cells based 
on thin-film CuIn1-xGaxSe2 (CIGS). Processes for forming 
CIGS optical absorber films and metal oxide transparent 
conducting electrode coatings are under development. The 
goal is to accelerate the commercialization of thin-film CIGS 
PV technology by reducing the cost and complexity of 
fabricating efficient CIGS solar cells. To date CIGS films 
formed by non-vacuum techniques based on nanoparticle 
technologies have yielded 11.7% individual cells and 5% 
monolithic multi-cell submodules.  

 
1. Introduction 

Photovoltaic (PV) solar electric technology will be a 
significant contributor to the Nation’s energy supply portfolio 
only if reliable, efficient PV power products are manufactured 
in large volumes at low costs. A promising pathway to sharply 
reducing PV costs is the use of thin film technologies in which 
thin layers of photoactive materials are deposited on 
inexpensive large-area substrates. One of the most promising 
thin-film PV technologies is based on CuIn1-xGaxSe2 (CIGS). 
CIGS films and the thin-film electrodes (e.g. ZnO) needed to 
construct thin-film PV devices are typically deposited by 
vacuum-based techniques. While vacuum-based techniques 
can capture a portion of the materials cost savings inherent in 
thin-film concepts, a promising pathway to reducing capital 
intensity and functional complexity so as to reduce costs, 
increase overall return on investment, and accelerate the 
transition to large-volume production is the use of non-vacuum 
techniques for depositing PV thin films.  

Unisun has pioneered techniques for preparing high-
quality PV thin films by non-vacuum techniques, including 
techniques based on nanoparticle materials. One of the core 
concepts is the use of non-vacuum techniques such as spraying 
and printing to deposit thin layers of sub-micron precursor 
powders and the use of low-temperature, reactive sintering to 
convert porous particulate layers into high-quality PV films. 
The use of multinary particulate precursors simplifies 
composition control for multi-component materials like CIGS 
since key components (e.g. Cu, In, Ga, etc.) can be precisely 
pre-mixed in the precursor particles.  

Unisun recently initiated exploration of improved 
processes for fabricating CIGS solar cells using non-vacuum 
means. This work is being undertaken with support from the 
U.S. Department of Energy’s National Renewable Energy 
Laboratory (NREL) under the auspices of the “Photovoltaic 
Technologies Beyond the Horizon” program. The Beyond the 
Horizon program is aimed at nurturing basic scientific research 

directed to identifying and developing non-conventional 
breakthrough solar electric technologies that will be able to 
compete with other energy technologies used in the world on a 
large scale.  The basic scientific research supported by the 
program is directed toward the goal of generating inexpensive 
electricity from sunlight.  

Unisun’s work under the Beyond the Horizon program is 
aimed at demonstrating a non-vacuum process for fabricating 
high-efficiency thin-film CIGS solar cells. The goal is to 
fabricate efficient thin-film PV devices using non-vacuum 
processing to deposit high-quality thin films of CIGS alloy 
optical absorber materials and to deposit coatings of  optically-
transparent, electrically-conducting metal oxide materials 
useful for forming solar cell electrodes. The objective of the 
research is to identify, explore, evaluate, and develop non-
conventional solar electric technologies capable of making a 
breakthrough in the production of low cost electricity from 
sunlight. 
 
2. Experimental Methods 

In Unisun’s baseline process, CIGS films are formed from 
particulate precursor materials prepared by an aerosol 
pyrolysis process. Typical CIGS precursor materials are solid 
sub-micron spheroids containing Cu, In, Ga and O [1]. Layers 
of precursor particles are deposited by preparing a slurry, paste 
or ink of precursor material with suitable solvents and 
dispersing agents, and spraying or printing 2-4 µm thick layers 
on Mo-coated soda lime glass. Porous precursor layers are 
converted into dense CIGS films by reactive sintering at 400-
600°C. 

Solar cells are formed by overcoating p-type CIGS films 
with n-type transparent conductors and metal grids. A typical 
transparent conductor sequence includes 30-50 nm of a 
“buffer” material (e.g. CdS, In(S,OH), etc.) and 0.2-0.5 µm of 
a conductive semi-transparent metal oxide (e.g. ZnO:Al, ITO, 
etc.). Buffer layers are typically deposited by solution 
deposition techniques, e.g. aqueous autocatalytic reactions that 
deposit thin conformal coatings on immersed substrates. Metal 
oxide layers are typically deposited by vacuum deposition 
techniques, e.g. rf or pulsed dc sputtering from oxide targets. A 
typical metal grid consists of 1-3 µm of Ni, Al, In, Ag, etc. 
deposited by vacuum evaporation, sputtering, etc. 

Unisun works closely with a range of collaborators. Mo-
coated glass is obtained from university and private sector 
collaborators. CIGS precursor materials, precursor layers and 
films are processed by Unisun. CdS, ZnO and grids are 
deposited on Unisun CIGS films by the Institute of Energy 
Conversion (IEC) at the University of Delaware by solution 
deposition, rf sputtering, and e-beam evaporation, respectively. 
In parallel, Unisun is exploring non-vacuum techniques for 
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depositing high-transparency, high-conductance metal oxide 
films at temperatures compatible with underlying CIGS p-n 
junctions. 

 
3. Experimental Results 

Layers of particles have been deposited by spraying and 
printing techniques. Spraying techniques yield a wide range of 
layer characteristics depending on the specific spraying 
parameters chosen [3]. Pneumatic spraying can yield 1-5 µm 
thick precursor particulate layers that are adherent (i.e. the 
particulate layer adheres to the Mo) and coherent (i.e. the 
particles in a layer cohere to one another) with average particle 
packing densities of 15 to 35 % depending on spray 
parameters. Layers can be sprayed with uniform matte 
appearance indicative of a microscopically planar morphology. 
Surface morphology, deposition rate, and materials use 
efficiency vary with spray parameters. In general with 
pneumatic spraying layer planarity and materials use efficiency 
are inversely related. Materials use efficiencies of ca. 95% 
have been demonstrated; typical efficiencies are lower. 

Industrial printing is a workable alternative to spraying. 
Printing processes can be used to deposit thin layers of 
particulate suspensions (e.g. inks) on large areas. While the 
screen printing processes often used to deposit grids on 
crystalline silicon solar cells are ill-suited to making the thin 
(e.g. 1-2 µm), large-area (e.g. 0.5-2 m2) uniform layers 
desirable for thin-film PV, other printing techniques are 
capable of printing uniform thin layers on large areas. A wide 
range of printing technologies has been developed for specific 
applications. For rigid nonporous substrates (e.g. glass), doctor 
blading, wire-wrapped rods and flexographic printing are 
promising options. Doctor blading and wire-wrapped rods are 
common techniques for depositing controlled thicknesses (e.g. 
of commercial paints) on modest areas (e.g. 100 – 1000 cm2). 
Flexographic printing (i.e. transfer printing from a inked 
compressible plate, similar in many respects to a rubber stamp) 
using highly fluid inks is well-suited to high-speed printing, 
e.g. for high-volume production of printed labels. Unisun aims 
to deposit layers with + 10% short-range thickness variation 
and 40% apparent packing with greater than 85% materials use 
efficiency.  

Particle-based technologies can also be used to deposit 
films of transparent, conducting metal oxides. Metal oxide 
nanoparticles have been used to deposit particulate coatings, 
but it is difficult to obtain low sheet resistances using 
nanoparticulate material.. Even when using high-conductivity 
particles like ITO, layers of particulate materials generally 
exhibit poor electrical transport between adjacent particles.  

Unisun has prepared sub-micron metal oxide materials 
(e.g. Zn:Al oxide powders) suitable for use as precursors for 
electrode films. Layers of particles can be deposited by 
spraying or printing; and can be densified into high-
conductance films by reactive annealing. The challenge is to 
achieve good optical transmission and lateral electrical 
conductance at temperatures that an underlying CIGS junction 
will tolerate. 

Cell efficiencies of 11.7% and multi-cell module 
efficiencies above 5% have been confirmed by NREL for 
ZnO/CdS/CIGS/Mo cells incorporating particle-based, CIGS 
films [4].  

At present, cell efficiencies appear to be limited by the 
quality of the CIGS film itself. Quantum efficiency 
measurements without light bias show a monotonic reduction 
of photocarrier collection efficiency at longer wavelengths, 
indicative of poor minority carrier diffusion. Quantum 
efficiency measurements with light bias show a wavelength-
independent, voltage-dependent photocarrier collection, 
suggestive of recombination losses near the CIGS surface. 
High-frequency capacitance measurements suggest that hole 
densities are relatively high (e.g. ca. 1017 cm-3) in the CIGS 
film and upwards of 1018 cm-3 near the CIGS surface. Cross-
sectional scanning electron micrographs show reasonably 
dense CIGS films, but grain size varies considerably, e.g. 0.25 
– 1 µm. These results suggest that cell efficiency 
improvements will accrue from improvements in CIGS film 
defect density, mass density, and grain size.  
 
5. Conclusions 

This project aims to demonstrate the feasibility of using 
particulate precursor materials in a simple, easily scalable, 
non-vacuum process for depositing CIGS films for large-area, 
low-cost PV modules.  The process promises to halve the cost 
of a CIS film for a thin-film solar module, to increase the ROI 
for thin-film PV, and to significantly accelerate the large-scale 
commercialization of CIGS PV technology. 

 
ACKNOWLEDGMENTS 

This work is supported in part by Subcontract ACQ-1-
30619-12 from the National Renewable Energy Laboratory 
(NREL) under the auspices of the "Photovoltaic Technologies 
Beyond the Horizon" research program. Related collaborative 
work on innovative non-vacuum processing of thin-film PV 
materials is supported by NREL under the auspices of the Thin 
Film Photovoltaics Partnership program. We are indebted to 
Udai Singh and Bill Shafarman of IEC for cell fabrication and 
materials analyses, to Bob Gay of Siemens Solar for Mo-
coated glass, and to Alan Fahrenbruch of Stanford University, 
Bob Birkmire of IEC, and Dave Ginley of NREL for valuable 
discussions on materials processing strategies and 
experimental equipment design. 

 
REFERENCES 

[1] C. Eberspacher et al., 2nd World Conference On 
Photovoltaic Solar Energy Conversion, Vienna (1998) 303. 
 
[2] C. Fredric et al., NCPV Program Review Meeting, Denver 
(1998) 158. 
 
[3] C. Eberspacher et al., “Non-vacuum Techniques for 
Fabricating Thin-film CIGS,” 28th IEEE Photovoltaic 
Specialists Conference, Anchorage, Sept. 2000 
 
[4] C. Eberspacher et al., “Non-vacuum, Particle-based 
Processes for CuInSe2 Photovoltaics,” NCPV Photovoltaics 
Program Review, 2000, pp. 253-254. 

224



Manufacturing Process Control and Optimization of CIGS on Flexible Substrates

M. E. Beck1, J. VanAlsburg-Westermann1, D. Mason1, R. G. Wendt1, S. Wiedeman1, I. Eisgruber1, J. Muha1,
C. Gambill1, N. Gomez2, R. Butcher1, B. Huntington1, G. Jensen2, B. Joshi2, and J. S. Britt1

1Global Solar Energy L.L.C., 5575 S. Houghton Rd., Tucson, AZ 85747, Phone: (520) 546-6313, Fax: (520) 546-6318
2ITN Energy Systems, Inc., 8130 Shaffer Pkwy, Littleton CO 80127, Phone: (303) 420-1141, Fax: (303) 420-1551

ABSTRACT

Global Solar Energy (GSE) has made significant advanc-
es in process control and optimization for the deposition of
thin film CuIn1-xGaxSe2 (CIGS) onto flexible substrates in a
roll-to-roll (RTR) manufacturing process. Improvements
include controlled and uniform delivery of the constituent
metals, Se, and an Na-containing precursor over the entire
width and length of the web. Further, study of two metallic
substrates has revealed that deposition conditions need to be
optimized independently for each substrate. To date, the best
laminated, large-area cell has yielded an NREL-verified AM
1.5 conversion efficiency of 9.2%, and a flexible module
has been confirmed at η = 8.15%.

1. Introduction
Continuous RTR processing of CIGS-based PV on flex-

ible substrates is commercially attractive due to reduced
manufacturing costs and the versatility of the resulting light-
weight product. GSE has developed the equipment required
for all-RTR production and optimized both equipment and
processes to achieve significant improvements in yield and
efficiency. Particular emphasis has been placed on the
multi-source coevaporation of the CIGS absorber layer, des-
cribed elsewhere [1]. Issues addressed include, but are not
limited to, sensor development, efficiency improvements via
Na incorporation, and increased CIGS-to-substrate adhesion,
as well as optimized material utilization.

2. Process Control
Controlled delivery of film constituents to the substrate

is essential to achieving uniform absorber composition as a
function of web width as well as web length. In cooperation
with ITN, GSE has developed and successfully implement-
ed an in-situ x-ray fluorescence (XRF) sensor for metal
composition feedback control [2]. In addition, GSE has dev-
eloped a novel in-situ sensor to allow precise Se delivery.
Typical control signals from both sensors are shown in
Figure 1. The signals from the heat-up and cool-down phases
have been omitted, leaving the signal from 240 ft. of CIGS
deposition. Also shown is the signal obtained from a recent-
ly incorporated sensor for direct rate control of the Na-
containing precursor.

While Figure 1 demonstrates the degree of control over
the respective constituent delivery, Figure 2 illustrates the
cross web compositional uniformity as a function of web
position. The notations 2 in., 6 in. and 10 in. refer to data
taken at 2, 6, and 10 inches from the reference edge of the
12.5 in.-wide web.
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3. Process Optimization
Next we needed to establish the optimum process para-

meters for each of the two metallic substrates under invest-
igation. The quantitative response variables of interest were
the device PV parameters and adhesion of the absorber to
the back contact. Due to the lack of resolution and poor
reproducibility typical of tape pull tests, adhesion was deter-
mined using a method and tester developed in house; this
allowed for quantitative adhesion measurements as summar-
ized in Table 1.

CIGS adhesion to the substrate was found to be a func-
tion of substrate type and deposition parameters. The data
clearly shows type B substrate to be superior to type A under
conditions 1 and 2. Adhesion improved for both types upon
implementing condition 2, with the increase for type A more
substantial. Implementing condition 3 yielded a further ad-
hesion gain for type A, while type B exhibited a significant
drop. Incorporation of Na into the absorber resulted in reduc-
ed adhesion for both substrate types at the 10 to 14% level.
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Table 1. Average CIGS-to-substrate adhesion for two differ-
ent metal substrate types

substrate condition no Na [psi] with Na [psi]
A 1 3188
B 1 5498
A 2 3860
B 2 5640
A 3 5476 4921
B 3 3252 2806

Device efficiency was found to be directly proportional
to CIGS adhesion, clearly showing that process conditions
need to be optimized independently for each substrate type.
Employing the optimized process parameters, the same
maximum diode efficiencies, in the 11-12% range (total area
= 0.68 cm2), were obtained for substrate types A and B.
However, CIGS-based device arrays prepared on the two
substrates exhibited different device uniformity character-
istics, as shown in Figure 3.
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Fig 3. Diode efficiency distribution for two different metal
substrate types. Total device area = 0.68 cm2

The influence of the Na-containing precursor on material
properties and device performance has been the subject of
additional studies. Research at the IPE and at the ZSW on
flexible metallic substrates has shown that Na incorporation
yields improved Voc, with resulting improvements in device
efficiency [3]. However, there appeared to be an optimum
amount of Na above which no further improvements were
obtained [3].

Device data acquired on both substrate types currently
under investigation at GSE revealed that for certain process
conditions the incorporation of Na yielded device improve-
ments. However, under optimized growth conditions no dif-
ference was observed at various Na levels. The latter might
be related to different impurity levels in the absorber due to
a change in substrate out-diffusion.

To date, the best laminated, large-area cell (total area =
64.4 cm2) has yielded an NREL-verified AM 1.5 conversion
efficiency of 9.2% (Voc = 549.8 mV, Jsc = 28.97 mA/cm2,
FF = 57.5%) while a flexible 1050.6 cm2 module was
confirmed at η = 8.15% (Voc = 8.786 V, Isc = 1.813 A, FF =
53.7%). A graph of these results appears in Figure 4.

CIGS deposition by coevaporation of the elements typic-
ally employs a Se to metal excess of 3 to 5=× [4]. Recent
research at GSE led to the conclusion that a Se/M-ratio of
1.2 to 1.7 is sufficient, thus improving Se utilization 1.8 to
4.2 times.
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Fig 4. Official NREL AM 1.5 I-V curves of (a) 64.4 cm2

cell, and (b) 1050.6 cm2 module on flexible metal
substrate

4. Conclusions
GSE has successfully developed and implemented in-situ

sensors that enable controlled delivery of the absorber con-
stituents onto flexible substrates in a RTR multi-source
coevaporation process. Conditions allowing for uniform and
reproducible deposition of high-quality CIGS onto two
types of flexible metallic substrates have been identified. In
addition, Se utilization has been significantly improved
since a Se/M ratio in the 1.2–1.7 range was found to be
sufficient. Further device improvements are possible and
current data suggest that substrate out-diffusion and Na
incorporation are the most promising areas for investigation.
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ABSTRACT 
The CIGS research effort at the University of Illinois 
represents a three-pronged approach to understanding and 
solving some of the most critical issues in CIGS device.  
These three prongs are: (1) development of a basic 
understanding of the issues limiting performance in CIGS 
devices, (2) advancing the performance of the devices 
through single crystal epitaxial layers for integration into 
high-performance cells, and (3) developing novel growth 
processes that will allow lower deposition temperatures 
necessary to multijunction devices.  This paper presents an 
approach for CIGS/GaAs and CIGS/Ge heterojunction solar 
cells for multijunction high-efficiency devices.  In addition, 
application of ionized physical vapor deposition to low-
temperature deposition of CIGS is described. The two 
projects will be coupled and results from one used to 
enhance progress in the other as part of the Beyond the 
Horizon and High Performance PV programs now starting. 
 
1. Introduction 
Photovoltaic devices based on Cu(In,Ga)Se2 (CIGS) have 
the highest performance of any thin film technology.  
However, the possibilities for even higher performances are 
significant.  Multijunction devices involving CIGS either in 
conjunction with III-V compound semiconductors (GaAs 
and related materials) or various Cu chalcopyrite 
compounds (CuGaSe2, CuInS2, or others) remain to be 
exploited.  The projects described here take two approaches 
to the study of such devices -- novel processing methods 
required for multijunction devices, and direct application of 
the existing methods for deposition to multijunction 
epitaxial solar cells.  These new projects are just beginning 
at the University of Illinois under the Beyond the Horizon 
and High Performance Photovoltaics programs funded by 
the National Renewable Energy Labroatory.  The former 
focuses on developing a novel low-temperature deposition 
process for production of CIGS.  This will be necessary in 
any application where a CIGS device is to be fabricated on a 
temperature-sensitive existing junction.  The latter involves 
growth of CIGS epitaxial layers on GaAs and  Ge substrates 
and demonstration of the performance of resulting devices 
for application with III-V materials.  These two projects are 
briefly summarized below. 
 
2.  Ionized Physical Vapor Deposition for CIGS Devices 
Under this new program, we will develop a unique next-
generation method for low-temperature deposition of CIGS 
based on the ionized physical vapor deposition (IPVD) 
method.[1,2] This technique has been shown to dramatically 
reduce required deposition temperatures in other thin film 
coatings.  It supplies energy to the growing film surface 
though the working gas rather than by heating the substrate.  

The basic process is shown schematically in Figure 1.  An rf 
plasma near the substrate ionizes up to 80% of the species in 
the gas phase.[1]  A dc bias voltage (typically 0 to 25 eV) 
applied between the rf coil and the substrate determines the 
energy for particles striking the growth surface. The 
threshold energy for displacement cascades in solids leading 
to formation of vacancies and interstitials is ~25 eV.  Bias 
below ~50 V keeps the energy transferred to surface atoms 
below the threshold necessary to damage the film.  With 
80% of particles striking the growth surface having 10,000 
times the thermal energy (i.e. 25 eV), surface atomic 
mobilities are greatly enhanced and the heat input needed to 
maintain a given film quality is reduced.  Furthermore, the 
accelerated particles include a number of inert gas species 
which further contribute to surface adatom motion and film 
growth.  This technique has been used to deposit a variety of 
films at reduced temperatures.  We anticipate a 100-400°C 
reduction in needed deposition temperature of CIGS 
epitaxial or polycrystalline layers while retaining device-
quality material.  We expect to see significantly altered 
incorporation probabilities for some of the elements in the 
process, especially an increased Se incorporation rate. 
 
3.  CIGS For Multijunction High Performance Devices 
As part of the High-performance PV initiative, we are 
developing CIGS as a narrow-gap component of 
multijunction solar cells.  We currently plan to participate in 
both the single crystal epitaxial and polycrystalline high 
performance cell programs.  In previous efforts, we have 
developed a well-characterized and reproducible method for 
deposition of single-crystal epitaxial layers of Cu(In,Ga)Se2 
alloys on GaAs substrates of each of the three major surface 
orientations, (111), (100), and (110).  The technique,[c.f. 
Refs 3,4] consists of sputtering Cu or Cu-Ga and In targets 

material source
(eg: dc magnetron)

substrate

rf plasma

dc sputtering
plasmas

Sputtered neutral
atom source flux

Ionized atom flux

rf coil

dc bias
supply

Ionization event

+
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Figure 1: The basic IPVD process. 
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in Ar gas and simultaneously evaporating molecular Se 
(and/or S) from an effusion cell or cells. 
 
The present work will begin with a detailed study of the 
electrical properties of CIGS-GaAs heterojunctions.  This is 
critical to application of CIGS in high efficiency cells for 
two reasons.  First, because the only way to produce a two-
contact multijunction solar cell involving CIGS is to use one 
of the surrounding semiconductors as the heterojunction 
partner. Therefore, it is necessary to establish the 
performance of junctions of candidate materials with the 
CIGS.  Second, because the CIGS epitaxial layers are high-
quality single crystals, growth of multilayer structures will 
be possible.  Such growth is required in current designs of 
non-mechanically-stacked high efficiency devices where the 
1.0 eV gap device is surrounded both above and below by 
additional devices.  Our preliminary studies will concentrate 
on demonstration of solar cells based on p-CIS/n+-GaAs and 
p-CIS/n-Ge heterojunctions.   
 
Other aspects of the program will include study of methods 
to control interdiffusion of elements across the 
heterojunction and low-temperature deposition processes, 
which will reduce the chance of damage to previously-
fabricated III-V heterojunction solar cells.  This portion of 
the program will be closely coupled to the beyond-the-
horizon portion of the program, described above. 
 
Finally, we will supply epitaxial layers of CIS on GaAs to 
NREL for use as substrates for test growth experiments for 
deposition of III-V semiconductor layers on the CIS films. 
 
These efforts correspond largely to the focus of the single-
crystal high-performance program at NREL.  We will, 
however, also be collaborating with the polycrystalline high 
performance project through supply of materials and growth 
of device structures.  In particular, we will use low-
temperature growth to deposit additional junctions on 
previously grown solar cell layers to test multijunction 
structures. 
 
4.  Thin Film Partnership 
While we have, as yet, no indication of funding under the 
thin film partnership, should this program be funded we will 
be analyzing solar cell materials gathered from a wide 
variety of sources by transmission electron microscopy.  
The objective is to determine the microstructural and 
microchemical nature of a good CIGS solar cell and how to 
distinguish it from a poor solar cell.  This will assist in 
optimizing cell performance.  This work will be coupled 
with intensive modeling of device performances, probably 
based on the AMPS computer code to draw a direct 
correlation between cell performance and microstructure.   
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ABSTRACT

Cd1-xZnxTe and CuIn1-xGax(Se1-ySy)2 (CIGSS) are
being investigated as absorber layer materials for the wide
band gap cell in a tandem or multijunction thin film solar
cell.  In each case, the composition can be changed to
continuously vary the band gap over a wide range,
including the range 1.7 ≤ Eg ≤ 1.9 eV which will be
required in an optimized tandem configuration. Cd1-xZnxTe
alloy films with x from 0 to 1 and band gap from 1.5 to
2.25 eV have been deposited by co-evaporation from
binary CdTe and ZnTe sources. Control of the Cd1-xZnxTe
alloy film composition, band gap, and lattice constant are
demonstrated. A five source evaporation system for the
deposition of CIGSS films has been designed and
constructed with special concern given to control of the
chalcogen sources.

Introduction

To become a viable option for high performance
photovoltaics, tandem or multijunction solar cells based on
polycrystalline thin films will require a wide band gap top
cell with at least 15% efficiency, optical band gap in the
range 1.7 ≤ Eg ≤ 1.9 eV, and small sub-band gap
absorption. The wide band gap cell must be identified and
developed before other critical issues can be fully
addressed since the rest of the tandem device structure and
processing will be determined largely by the choice of
wide band gap cell.

In this program, IEC is investigating options for the
wide band gap cell based on Cd1-xZnxTe and CIGSS alloys.
The pseudobinary system based on CdTe and ZnTe allows
formation of Cd1-xZnxTe alloys with a continuous band gap
range from 1.5 eV to 2.25 eV, with the alloy range 0.35 <
x < 0.6 giving the desired band gap range. With CIGSS
films the band gap can be continuously varied by changing
either the relative Ga/In or S/Se compositions. However,
sufficient alloying with either one alone to give band gap
greater than about 1.3 eV decreases device performance. In
the pentenary material CIGSS, the cation and anion
alloying concentrations can be kept to a minimum.
Admittance spectroscopy has suggested that the pentenary
alloys have lower defect concentrations than CuIn1-xGaxSe2
or CuIn(Se1-ySy)2 films with comparable band gap [1].

Cd1-xZnxTe Deposition

The deposition of thin Cd1-xZnxTe films with
controlled compositions is facilitated by the congruent
sublimation of CdTe and ZnTe compounds so that single-
phase alloy films can be deposited by evaporation from
binary compound CdTe and ZnTe sources. Radiatively

heated boron nitride effusion cells were used to sublime
coarse, 6N pure CdTe and ZnTe powders at a source to
substrate distance of 20 cm. Sublimation of the compounds
proceeds via: CdTe → Cd + 1/2Te2 and ZnTe → Zn +
1/2Te2. The alloy composition of the film is determined by
the ratio of elemental impingement rates and their relative
sticking coefficients. The impingement rates are
determined by the effusion rates from the CdTe and ZnTe
sources and are controlled by source temperature.

To deposit alloy films at a reasonable growth rate,
~0.3 µm/min, a CdTe source temperature of 900°C was
selected and alloy compositions were varied by adjusting
the ZnTe source temperature. Composition was determined
by energy dispersive x-ray spectroscopy (EDS) and lattice
parameter determination from x-ray diffraction (XRD)
measurements, using the Nelson-Riley-Sinclair-Taylor
analysis. Cd1-xZnxTe films 3-4 µm thick with x from 0 to 1
were deposited onto ITO/glass and CdS/ITO/glass
substrates at 325°C. The film compositions agree well with
the effusion rate composition showing that, for the chosen
substrate temperature of 325°C, the Cd and Zn sticking
coefficients are comparable and, therefore, likely very
high. The optical band gap was determined from an
extrapolation of α2 versus energy, where α is the
absorption coefficient obtained from transmission and
reflection data. Results on CdS/ITO/7059 glass substrates
are summarized in Table 1 and the band gap and lattice
parameter are plotted as a function of x in Figure 1.
Atomic force and scanning electron microscopy showed
the presence of faceted grains with decreasing lateral
dimension as relative ZnTe content increases. X-ray
diffraction patterns indicated the presence of a single
crystalline phase in all cases. All films exhibited sharp
reflections and strong (111) texture, indicative of
homogeneous composition.

Table 1. Composition and band gap of Cd1-xZnxTe films.
The effusion rate ratio is defined as reff = r(ZnTe)/[r(ZnTe)
+ r(CdTe)].

reff x(EDS) x(XRD) Eg (eV)
0.02 0 0.06 1.52
0.10 0.15 0.10 1.56
0.30 0.31 0.31 1.67
0.31 0.33 0.30 1.69
0.43 0.40 0.37 1.75
0.46 0.42 0.46 1.77
0.92 0.93 0.92 2.19
1.00 1.0 1 2.24

Efforts are underway to characterize the control of
film properties during post-deposition treatments.  This
will include halide and air treatments of Cd1-xZnxTe alloy
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films, which are typically used to optimize CdTe cell
performance. In addition, solar cells are being fabricated
and characterized.
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Fig. 1. Variation in band gap (τ) and lattice parameter (λ)
with x for Cd1-xZnxTe films.

CuIn1-xGax(Se1-ySy)2 Deposition

A new system has been constructed to deposit CIGSS
films by five source elemental thermal evaporation.
Sequential processes, in which metal or binary layers are
deposited at low temperature and then reacted in mixed
hydride gases or elemental vapors, were ruled out due to
difficulties in attaining uniform incorporation of Ga and In.

An illustration showing the layout of the deposition
system and a side view photograph are shown in Figures 2
and 3, respectively. Boron nitride crucibles are used as
sources for Cu, In, and Ga. These crucibles are heated in a
boron nitride furnace, using tantalum wire resistive
heaters, and multiple layers of thermal shielding. While
these metal sources typically operate at temperatures

Fig.2. Illustration of the layout for the 5 source CIGSS
evaporation system.

between 1100°C and 1400°C, the evaporation
temperatures for Se and S will range from 100 to 300°C.
The chalcogen sources are mounted below the metal
sources to increase the distance, minimizing thermal cross
talk, and a new source design was developed to facilitate
precise thermal control. The crucible for the S and Se
sources consists of a stainless steel bottle connected to a
tube that enables the S or Se vapor to pass between two of
the metal sources. The S and Se sources have a tapered
shape to fit snugly in the stainless steel heater, which is
heated by an electrically insulated tantalum wire. A water-
cooled jacket surrounds each source to decrease the
thermal response time and enhance control at low
temperatures. The nozzles from all five sources are at the
same height, 25 cm from the substrate. The entire setup is
mounted on a base plate in a bell jar system using a water
cooled stainless steel bell jar with base pressure ~1x10-6 T.
All components of the system are designed to withstand
the corrosivity of the S vapor and the chamber includes a
chilled Meissner trap to getter excess sulfur.

Calibration of the sources is underway so that
processes to deposit CIGSS films with uniform, controlled
composition can be developed.
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ABSTRACT

Using 2-step all-solid-state processing we have achieved
good electronic properties in CIGS solar cells for band
gaps below 1 eV. As we add Ga to increase the band gap,
there is deterioration in properties resulting in poorer
device performance. We have used a combination of
advanced measurement techniques and simulations to
understand the Ga incorporation mechanisms that control
fundamental properties. Photocapacitance techniques are
particularly sensitive to defects and greatly enrich the
experimental data base. To properly model observed
behavior we find that improperly bonded Ga produces both
acceptors and acceptor defects. These appear to be linked,
and the defect is 0.29 eV from the valence band edge
which ties it to theoretical calculations of Cu vacancies.
Through the insights gained from these studies we have
improved our Ga incorporation procedures and have
realized improvements in device performance.

1. Introduction
The understanding and control of defects is the key to
further development of CIGS solar cells. Development in
this case refers not just to advancements in laboratory cell
efficiency, but to commercialization issues such as
manufacturability and stability. There are ongoing efforts
to understand the fundamental defect structure of these
materials such as those of the NREL theory group. While
this understanding is still being developed, those of us who
run processing efforts must work within the confines of
present understanding to continue making progress. Since
we are particularly concerned with manufacturability, we
must not only understand what the material is and can be,
but also how to make it that way within the stringent cost
constraints of a manufacturing line. We have had good
success in using manufacturing–friendly 2-step processing
to make low band gap devices. However, higher
efficiencies can be achieved in devices with a higher
energy gap. The highest efficiency devices to date have a
band gap in the 1.1 –1.2 eV range. These are typically
made by coevaporation, and the performance levels of
devices made by the 2-step process, especially using solid-
source selenization, are lower. The central issue seems to
be the effective incorporation of Ga. In raising the energy

gap, Ga also contributes additional states that affect
performance. The nature and magnitude of these states is a
function of the processing conditions. Coevaporation does
the best job of placing Ga where it is needed and with the
right attributes. We need to learn how to do this with 2-
step processing. In this paper we report on progress made
toward this objective.

2. Results and Discussion
In devices with Eg below 1 eV we routinely achieve Jsc’s
in excess of 40 mA/cm2 , and by tuning the surface
properties have combined this with Voc’s in excess of 500
mV. These devices have only trace amounts of Ga in the
space charge layer with the bulk of the Ga deposited(~10%
Ga/(In + Ga) ) going to the rear of the device. As we adjust
our processing conditions to cause Ga to bond at alloy
levels in the space charge region, we typically see a
deterioration of  electronic properties. The effects on Jsc
and Voc for a series of runs covering the range 1.03 � Eg
� 1.15 are seen in figures 1 and 2. Jsc’s are from
integrated QE spectral response using NREL calibrated
references. The curve labeled “ideal” for Jsc is a
simulation of Jsc behavior if only band gap changes occur
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Figure 1. Jsc vs. Eg for a series of CIGS runs(�),
and ideal Jsc vs. Eg from simulation.
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and there are no other losses. Clearly under these run
conditions as soon as we raise the band gap we introduce
mechanisms that result in current collection losses.
Analysis of QE spectra indicates that the losses are due to
both red collection and down shifting of the overall
spectrum. Although Voc values are downshifted as well
due to an additional loss factor, they do track Eg on a one-
to-one basis. The scatter in figure 2 is a manifestation of
the other mechanisms controlling Voc.

To study these issues more closely we look at data from
the 25 devices from a single run. Our deposition
configuration produces compositional gradients that are
very useful for monitoring subtle changes in electronic
properties. In figure 3 we show data for the Cu/In gradient
of a single run. Each data point is the average of 5 devices
with the same Cu/In ratio. The ratio changes from about
1.0 on the Cu side(position 1) to 0.95 on the In
side(position 5). Over this range the band gap increases
from 1.06 to 1.12 eV. An In rich environment fosters Ga
alloying. The data also shows the opposing behavior of Jsc
and Voc characteristic of the set of runs discussed above.
The advantage here with data from a single run is that
concern with unknown run-to-run parameters is
eliminated. Another key piece of data in the figure is the
dark capacitance. As can be seen, it increases  along with
Ga alloying as the Cu/In ratio is decreased. This in part
accounts for some of the additional Jsc loss beyond band
gap changes. Furthermore, it indicates an increase in net
acceptor concentration with increasing Ga incorporation.
To pull this all together we turn to AMPS simulations.
Simulation of the data in figure 3 along with additional QE
data severely constrains the options one has for a device
model. Getting Voc and Jsc to go in opposite directions to
fit the above data while the acceptor concentration was
increasing forced the realization that Ga was introducing a
complex acceptor defect that could not be simulated by a
single entity. In Table 1 we present data for the key
parameters to fit the data. In our model we have two CIGS

Eg Voc Jsc Acceptor
Density
 n                 i

Acceptor Defect
Density
 n                  i

1.05 450 32.5 1e16        1e16 1e18        1e16
1.15 550 23.3 1.7e16  1.7e16 2.5e18    2.5e16
Table 1. AMPS parameters used to simulate device data.

layers, a top “n” layer that is about 100 nm thick and an “i”
layer that is about 2 microns thick. As can be seen, we had
to increase acceptor concentration and acceptor defect
density together in both layers to match the observed data
that accompany band gap changes. This is reminiscent of
defect pairs often referred to in the literature. In fact, the
acceptor defect in our AMPS simulation is located 0.29 eV
above the valence band as designated by the NREL theory
group for the VCu[1]. Thus VCu / Ga pairs seem to be
responsible for the acceptor/acceptor defect pairing needed
for successful simulation. The acceptor defect density in
the n layer is the highest due to the proximity of that
region to the top interface with CdS/ZnO. Controlling the
defect density in this region is key to improving Voc’s.
Also, the proportional increase in defects is higher than
acceptors for the higher band gap. This indicates that in
this case the complex formed by ecxess Ga and In
produces a defect and 1.5 acceptors. Additional
experiments are under way to further our understanding of
these phenomena. Meanwhile we have used these insights
to move our Jsc’s up to the ideal curve as shown by the
experimental data point(�) at 1.09 eV in figure 1.

3. References
1. Su-Huai Wei, S. B. Zhang, and Alex Zunger, Appl.
Phys. Lett., 72(4), 3199 (1998).
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ABSTRACT              
 
CuIn1-xGaxS2 (CIGS2) thin film solar cell samples are being 
prepared routinely on sodalime glass substrates and on 
metallic foils. PV parameters of a CIGS2 solar cell on SS 
flexible foil measured under AM 1.5 conditions at NREL 
were: Voc = 788 mV, Jsc = 19.78 mA/cm2, FF = 59.44%, ! 
= 9.26%. For this cell, AM 0 PV parameters measured at the 
NASA GRC were: Voc = 802.9 mV, Jsc = 25.07 mA/cm2, FF 
= 60.06%, and ! = 8.84%. A large-area, dual-chamber 
magnetron-sputtering unit has been fabricated. Three 4” x 
12” DC magnetron sputtering sources have been installed in 
the larger chamber for Mo, CuGa, and In sputter deposition. 
Two 4” x 12” RF magnetron sputtering sources have been 
installed in the smaller chamber for ZnO and ZnO:Al 
bilayer window deposition. Selenization and sulfurization of 
4” x 4” samples is planned using a furnace being donated by 
the Siemens Solar ind. 

 
 

1. Introduction 
 CuIn1-xGaxS2 (CIGS2) thin-film solar cells are of interest 

for photovoltaic conversion because of the near optimum 
bandgap of 1.5 eV [1].  CIGS2 thin films prepared with 
gallium content x of 0.31 and 0.36 have been found to have 
a bandgap of 1.71 eV and 1.76 eV respectively [2].   
Recently, large-grain CIGS2 films with Ga content x in the 
range 0.4 to 0.5 have been prepared [3].  Such films will be 
suitable for fabrication of the front cell in a tandem 
structure.  FSEC PV Materials Laboratory has facilities for    
magnetron sputter deposition of molybdenum back contact 
layer and CuGa/In metallic precursor layers, selenization 
and sulfurization of metallic precursors, CdS chemical bath 
deposition and ZnO/ZnO:Al RF sputter deposition. Earlier, 
the substrate size was limited to 1” x 1”. A large-area, dual-
chamber magnetron-sputtering unit has been fabricated 
recently. The chambers are equipped with cryopumps, two-
stage mechanical vacuum pumps, throttled-gate valves, 
mass-flow controllers for argon and oxygen, and convectron 
and Bayard-Alpert ionization gauges. A large number of 
feed-thru ports have been provided to both the chambers for 
rotation and electrical feed-thru’s. This will permit addition 
of in situ diagnostic tools. 

The large chamber (Fig. 1) has three 4” x 12” DC 
magnetron sputtering sources, installed for sputter 
deposition from molybdenum, indium, and copper, CuGa 
(22%) or CuGa (67%) targets. A linear substrate movement 
set-up has been fabricated for “in line” deposition of 
molybdenum back contact and Cu-Ga/In metallic 
precursors. Presently the movement of the substrates is done 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1: Large chamber with three sputtering targets, 

Gate valve and Cryo Pump (1500 lit/sec). 
 

manually. Precise movement using stepper motor will be 
done in the near future.  

The small chamber (Fig. 2) has two 4” x 12” RF 
magnetron sputtering sources, installed for RF sputter 
deposition from ZnO and ZnO:Al targets. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Small Chamber with ZnO and ZnO:Al targets, 
Gate Valve and Cryo Pump (800 lit/sec) 
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 The thickness uniformity along the 12” dimension is 
expected to be better than ± 2% over the center width of 5” 
and better than ± 3% over the center width of 6” for linear 
substrates motion along the 4” dimension. Moreover, the 
sputtering sources are expected to provide excellent (>40%) 
target utilization. A four-hearth e-beam source has also been 
procured for vacuum evaporation of Ni/Al contact grids. 
The vacuum chambers were designed at FSEC and were 
built elsewhere based on FSEC design. The complete 
system was designed and constructed at FSEC.  Several 
Graduate students have been trained in the design and 
construction of the dual-chamber magnetron-sputtering unit.  
This experience will be valuable to them and to the PV 
community.  
 
2. Experimental Technique 

The routine experimental technique in fabricating CIGS2 
thin film solar cells at FSEC consists of two stages. First 
stage is the sputter deposition of Cu+Ga and In on Mo 
coated glass substrates or SS foils. This stacked elemental 
layer is sulfurized in H2S: Ar gas environment using a three-
zone furnace. The Cu-rich stoichiometry during the growth 
of CIGS2 films results in an improved morphology, i.e. 
enhanced grain sizes of the polycrystalline films. Presently 
we have the limitation in sulfurization process for only 1” x 
1” cells. Recently, Siemens Solar Industries (SSI) has 
agreed to donate a selenization and sulfurization unit, in 
which large 4” x 4” samples can be selenized and sulfurized.  
The copper rich CuxS phase, precipitating at the top during 
sulfurization is etched using 10% KCN. This is followed by 
deposition of CdS buffer layer by chemical bath deposition 
(CBD) and ZnO window layer. Presently the chemical bath 
deposition is limited to 1” x 1” samples but we have plans 
for the fabrication of new CBD CdS facility both for large 
area (4” x 4”) solar cells. Also presently the deposition of 
ZnO and ZnO:Al is also limited to one 1” x 1” sample per 
run. However, with fabrication of the large-Area, inline 
chamber (Fig. 2), we will be able to sputter deposit more 
samples in a single run. 

 
3. Round Robin AES and SIMS Analysis 

Together with NREL and University of Illinois, FSEC has 
carried out the round robin, Auger electron spectroscopy 
(AES) and secondary ion mass spectroscopy (SIMS) 
analysis of CIGS and CIGS/CdS samples prepared at the 
SSI, NREL, and Institute of Energy Conversion.  The results 
show that SIMS analysis using both oxygen and cesium 
beams can provide important and useful information. The 
results are being presented at the National CIS Thin Film 
Partnership Program Meeting.   
 
4. IxV characteristics of CdTe modules 

Measurements of IxV characteristics of seven CdTe 
modules from First Solar (formerly Solar Cells Inc) have 
been carried out periodically.  The results have been 
submitted to NREL and First Solar. 
 
5. Results and Discussion 

X-ray diffraction (XRD) pattern of the as-deposited 
(Cu+Ga)/In metallic precursors indicated the presence of  

Fig. 3.  I - V curve of CIGS2 thin film solar cell on SS foil. 
 

highly oriented Cu11In9 phase without any elemental or 
alloy phases. XRD pattern of near stoichiometric, slightly 
Cu-poor, etched CIGS2 thin film showed a (112) texture 
growth of chalcopyrite CuIn0.7Ga0.3S2 phase with a = 5.67 Å 
and c = 11.34 Å [4]. PV parameters of a CIGS2 solar cell on 
127µm thick SS flexible foil measured at NREL under AM 
1.5 conditions were: Voc = 788 mV, Jsc = 19.78 mA/cm2, FF 
= 59.44%, ! = 9.26% (Fig. 3).  For this cell, AM 0 PV 
parameters measured at the NASA GRC were: Voc = 802.9 
mV, Jsc = 25.07 mA/cm2, FF =60.06%, and efficiency ! = 
8.84% [4]. 
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   Fig. 1. ADXRF of CdS/CdTe samples. 
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ABSTRACT 
 

Interface morphology and atomic density profile 
are important factors for controlling the physical properties 
of layer-structured photovoltaic materials.  High intensity x-
rays from synchrotron radiation now can afford many useful 
techniques to be used for non-destructive characterization of 
buried interfaces and density profile of specific elements, in 
many cases that cannot be achieved by the other 
conventional characterization methods.  Examples of recent 
applications of three methods (i) Grazing Incidence X-ray 
Scattering (GIXS), (ii) Angular Dependence of X-ray 
Fluorescence (ADXRF), and (iii) X-ray Absorption Fine 
Structures (XAFS) to the studies of CdS/CdTe, Si1-xGex/Si, 
CdS/Cu(In,Ga)Se2, and CdS/Zn2SnO4 systems are 
presented.  
         
 
  X-rays from synchrotron radiation provide many 
useful approaches for probing the atomic density depth 
profiles, the morphology of buried interfaces, as well as the 
local structure around defects in layer-structured materials.  
In comparison with other known method such as STEM, the 
x-ray techniques show many advantages, for example: 
nondestructive characterization of buried interfaces, no need 
for vacuum, suitable for large-scale on-line evaluation of as-
made thin film PV materials, capability of obtaining depth 
profile of specific atomic species in complex materials.   
Structural information obtained from these techniques are 
not only important prerequisites for understanding the 
physical properties of these photovoltaic materials but also 
can provide valuable feedback for modifying the material 
preparation processes to improve the performance of 
photovoltaic devices. 
 
 Three methods are especially useful for probing the 
microstructure in thin film PV materials:  (i) Grazing 
Incidence X-ray Scattering (GIXS), (ii) Angular 
Dependence of X-ray Fluorescence (ADXRF), and (iii) X-
ray Absorption Fine Structures (XAFS).  The GIXS method 
includes measurements of specular and diffuse scattering of 
x-rays as a function of grazing incidence angle.  Due to the 
angular dependence of the x-ray penetration depth, the 
GIXS method affords a nondestructive tool to obtain 
important global microstructural information about the 
buried interfaces such as the layer thickness, interfacial 
roughness, and correlation lengths of interface height 
fluctuations in layered structures.  The ADXRF spectrum is 
obtained by measuring x-ray fluorescence of a selected 

element as a function of x-ray incidence angle, it can  
provide useful information about the compositional depth 
profile of a selected atomic species in complex material.  
The XAFS techniques include extended x-ray absorption 
fine structures (EXAFS) and near-edge x-ray absorption fine 
structures (NEXAFS).  EXAFS generally refers to the 
modulation of x-ray absorption coefficient about 40-1000 
eV above an absorption edge of a specific element, it 
provides local structural information on the interatomic 
distance, coordination number, and disorder about a selected 
atomic species.  The NEXAFS features are directly related 
to the transition of core electrons to unoccupied states near 
the Fermi level, from which the chemical valency, 
signatures of specific chemical bonding environment can be 
identified.  Details of these techniques can be found in some 
previous publications: Phys. Rev. B38, 8579 (1988); Phys. 
Rev. B47, 16373 (1993); J. Appl. Phys. 83, 4173 (1998); 
Appl. Phys. Lett. 74, 218 (1999); J. Appl. Phys. 86, 6052 
(1999); Appl. Phys. Lett. 76, 3729 (2000); Phys. Rev. B63, 
195209 (2001). 
  
 In Figs. 1-4, we show examples of GIXS, EXAFS, 
and ADXRF techniques applied to the studies of different 
photovoltaic materials.  For a CdS/CdTe/glass system, semi-
quantitative analysis of the ADXRF data (Fig. 1) shows that 
Te atoms in the buried CdTe layer were driven into the top 
CdS layer as the annealing temperature increases.  Further 

detailed analysis about the depth distribution of the Te 
atoms is in progress.  Figure 2 shows GIXS data used to 
characterize the Si1-xGex/Si system with various 
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Fig. 3. EXAFS of Cu-doped single crystal of CdTe. 
           Fine lines: experimental.  Coarse lines: calculated. 
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Fig. 4.  ADXRF of CdS/Zn2SnO4 samples. 

concentrations of Ge.  Layer thickness, interfacial 
roughness, and exact Ge content of Si1-xGex thin films 
grown on Si substrates by MBE were obtained.  Figure 3 
shows the EXAFS data used to determine the local structure 
around Cu atoms in CdTe photovoltaic materials prepared 
with Cu back contacts.  The results indicate that Cu atoms 
can migrate from the back contact into the CdTe matrix, 
occupying some interstitial sites, forming Cd-Te complexes 
around Te or substituting for the Cd sites in CdTe.  More 
recently, an improved data analysis procedure of ADXRF 
has been employed to obtain the concentration depth profile 
of constituent elements in a Zn2SnO4/CdS/glass system.  An 
example is given in Fig. 4, where the depth profile of Cd 
obtained by this new method shows that Cd atoms in the 
buried CdS layer can migrate into the Zn2SnO4 top layer as 
a result of annealing in Ar, He at 600o - 625oC or in CdCl2 at 
400o–420oC.  Annealing in CdCl2 at a relatively low 
temperature is of particular interest.  It can induce more 
drastic changes in the Cd density distribution around the 
Zn2SnO4/CdS interface, as clearly revealed by our ADXRF 
data. 
 
 
 

0 .0 0 .1 0 .2 0 .3 0 .4 0 .5
-2 5

-2 0

-1 5

-1 0

-5

0
E nergy  =  11 keV

x =  0 .9

x =  0 .8

x  =  0 .7
x  =  0 .6

x =  0 .5

x =  0.4

x =  0.3

x =  0.2

Lo
g 

[R
ef

le
ct

iv
ity

] (
ar

b.
 u

ni
ts

)

q z (Å
-1)

 
 
    Fig. 2. GIXS of Si1-xGex/Si samples.  
              Circles: experimental.  Lines: calculated.    
 
 
 
      
 
 
 
 
 

 
 These results have demonstrated that by using the 
non-destructive x-ray probing techniques, much detailed   
microstructure of various photovoltaic materials and 
interfaces can be characterized without altering the integrity 
of the cell/device structure.   
 
 *The present research at SUNY-Buffalo is 
supported by NREL and DOE. 
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ABSTRACT 
 

The combinatorial synthesis of thin films involves 
the deposition of material under various growth parameters 
onto a single substrate.  This variation can be continuous 
(e.g. intentional composition gradients) or discrete (e.g. 
changes in the substrate temperature between subsequent 
growth runs).  In either case, the benefits are the same - 
increased utilization of substrate material and growth time 
over that required to deposit a similar range of materials one 
at a time.  This benefit becomes substantial when applied to 
the large parameter space associated with the research and 
development of new or novel materials. 

Paramount to the success of this approach is the 
ability to efficiently characterize these heterogeneous films.  
In response to this need, the Fourier�Transform InfraRed 
(FTIR) Spectroscopy Laboratory has implemented several 
new mapping capabilities that allow for the quick and 
accurate measurement of Reflectance, Transmittance and 
Photoluminescence data over lateral dimensions ranging 
from tens of microns to several inches.  The details of these 
capabilities will be presented in the context of current 
projects involving transparent conducting oxides, a-Si:H, 
and polycrystalline CuInGaSe2 thin-films. 
 
1. Fourier-Transform Characterization: Techniques 
             The infrared region of the electromagnetic spectrum 
spans from about 50 to 12,000 cm-1 (0.006 to 1.5 eV) and  is 
commensurate with the energy required to excite rotations 
or vibrations of the chemical bonds between the constituents 
of a compound.  Consequently, this energy range is ideal for 
characterizing the chemical make-up of materials. 

One common way to probe these transitions is to 
direct infrared radiation (I0) onto the material of interest and 
measure the relative amount of this radiation that is either 
transmitted (IT) or reflected (IR).  NREL utilizes an FTIR 
spectrometer to perform this function because of its 
improved signal�to�noise, resolution, accuracy, and reduced 
measurement time relative to dispersive spectrometers. 

The resulting analysis of the FTIR spectrum 
involves two main steps: first, identifying the chemical bond 
associated with a specific observed transition energy; and 
second, quantifying the number of those bonds based on an 
analysis of the peak height or area. This approach is 
commonly used to characterize organic compounds, 
elemental impurities, and oxide precipitates in 
semiconductors.  Examples of these include the 
identification of surface impurities that are a result of 
various deposition or processing steps, the quantification of 

carbon and oxygen in crystalline silicon, and the 
measurement of hydrogen in amorphous silicon. 
 While the majority of FTIR work is focused on 
analyzing the chemical bond information, the technique is 
general in nature and can be used to analyze other infrared 
induced transitions.  One example of this is the excitation 
and analysis of free charge carriers within a metal or semi-
conductor.  In this case, the frequency dependence of the 
absorption process is a function of several important 
transport parameters including the density of carriers and 
their effective mass. 
 The advantages of the FT�technique are also 
utilized in Fourier�Transform Raman Spectroscopy and 
Fourier�Transform Photoluminescence Spectroscopy.  Both 
techniques involve exciting the sample with a laser and 
spectrally resolving the emitted radiation. Raman 
Spectroscopy looks at the small portion of emitted radiation 
consisting of the laser�line shifted in energy by amounts 
equal to the vibrational modes of the material.  Analysis of 
this shifted spectrum reveals information on the chemical 
bonds similar to that discussed above for the FTIR 
technique. Photoluminescence Spectroscopy analyzes the 
radiation emitted from electronic transitions and provides 
information on the bandgap and electron defect levels.  
 
2. Fourier–Transform Characterization: Mapping 

The abilities of the Fourier Transform technique 
described above provide vital information on the growth and 
understanding of PV�related materials.  In response to the 
needs of the combinatorial growth efforts, these capabilities 
have been extended through the ability to perform 
measurements at individual points across the sample.  This 
mapping capability is typically achieved by moving the 
sample, step�by�step, across the fixed probe�beam.  The 
resulting increase in measurement time is a function of the 
number of measurement spots (lateral resolution), the time 
required to obtain a clean spectra, and the time required to 
move from one location to the next.  Relying only on 
manual operation results in a time�consuming effort and 
reduces the overall value of the combinatorial approach.  
Because of this, the FTIR Spectroscopy Laboratory has 
implemented automated mapping capabilities on the mid�IR 
and FT�Raman/Photoluminescence systems.   
 One particularly good example of the power of 
these added capabilities is the mapping of large (2x2 inch 
and 4x4 inch) non�unimform transparent conducting oxide 
(TCO) films.  In these films, composition gradients are 
intentionally introduced by the specific substrate�to�source 
configuration. Figure 1 is a map of the reflectance (at 
2000 cm-1) for a non�uniform 4x4 inch Cd2SnO4 film.  As 
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mentioned above, the reflectivity can be related to the 
carrier concentration and the effective mass � two 
parameters influencing the film conductivity.  
Correspondingly, this data provides information on the 
uniformity of the conductivity.  By correlating this with 
other measurements (e.g. composition) it becomes possible 
to more efficiently probe the large expanse of parameter 
space and ultimately find the conditions and composition 
required for the growth of suitable material.  
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Fig 1. Contour map of the reflectance (at 2000 cm-1) for a 
4x4 inch Cd2SnO4 film deposited on glass. 
 
 Another example of the mapping capability 
involves the detection of H in a-Si:H.  Figure 2 shows the 
result of analyzing transmittance data on a discrete 4x4 
matrix of unique a-Si:H films grown on a crystalline silicon 
substrate.  This FTIR data can be correlated with other 
information such as growth conditions, crystalline fraction, 
light and dark conductivity, etc. to more efficiently arrive at 
an understanding between the growth conditions, material 
composition, and material parameters. 
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Fig 2. Hydrogen content of a discrete 4x4 matrix of a-Si:H 
films grown on a crystalline silicon substrate. 
 
 One final example of the automated mapping 
capability is the FT�PL data in Figure 3.  In this case, the 
luminescence data provides a measure of the bandgap as a 
function of position.  This type of linear map is often 
sufficient to characterize a film or growth system that is 
known to contain a non�uniformity along only one of the 
two lateral dimensions.  This particular technique can be 
extended to area maps and the small spot size (1�2 µm) 

allows for relatively high resolution maps of film properties 
such as the bandgap or luminescent impurity centers.    
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Fig 3. Fourier�Transform Photoluminescence data across a 
1-inch section of a polycrystalline CuInGaSe2 thin�film. 
 
3. Fourier–Transform Characterization: Specifications 

The general specifications for the FT�systems are 
summarized here.  These are subject to change and adapt 
based on the needs of the PV Program. 
 
Nicolet 510 & Magna 550 FT-IR Spectrometers: 
Detector: Range DTGS:        400 - 7,400 cm-1 
Detector: Range MCT/B:      400 - 6,400 cm-1 
Spot Size ≤  13 mm 
Map Size ≤  8 inch diameter 
Nicolet Continuum & Nic-Plan IR Microscopes: 
Detector: Range MCT/A:      650 - 6,400 cm-1 
Detector: Range MCT/A*:    750 - 6,400 cm-1 
Spot Size 10 - 150 µm or 50 - 300 µm 
Map Size ≤ 2x3 or 1x4 inches 
Nicolet 20F Far IR Spectrometer: 
Detector: Range DTGS:             50 - 600 cm-1 
Spot Size ≤ 13 mm 
Map Area currently not available 
Nicolet FT-Raman 960 & MicroRaman Accessory: 
Detector: Range InSb:      3,700 - 10,000 cm-1 
Detector: Range Ge:         5,400 - 12,400 cm-1 
Spot Size 1 -2 µm, 10 µm, or 100 µm 
Map Area ≤ 1x3 in. w/small spot sizes 
 
4. Summary 
 The FTIR Spectroscopy Laboratory has enhanced 
its support of the PV Program through the incorporation of 
automated mapping capabilities. The result of this is the 
ability to probe the non�uniformities, either intentional or 
not, that are found in the various materials and growth 
systems. 
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Measurements and Characterization Division of the 
National Center for Photovoltaics under U.S. Department of 
Energy Contract No. DE-AC36-99-G010337.  

238



Nondestructive Characterization of Atomic Density Profile in CdS/Zn2SnO4 Junctions  
by X-ray Fluorescence 

 
S. Kim, Y. L. Soo, G. Kioseoglou, and Y. H. Kao* 

Department of Physics, State University of New York at Buffalo, Amherst, NY  14260 
 

X. Wu 
National Renewable Energy Laboratory (NREL), 1617 Cole Blvd., Golden, CO  80401 

 
 
 

ABSTRACT 
 

Atomic density profile of selected atomic species 
in a series of CdS/Zn2SnO4 junctions has been investigated 
by using the method of Angular Dependence of X-ray 
Fluorescence (ADXRF).  Samples of CdS, Zn2SnO4 (ZTO), 
and CdS/ZTO junctions were grown on glass, followed by 
different annealing processes.  Special attention is directed 
to a comparison of samples heat-treated in argon and in 
CdCl2 at different temperatures.  It has been found that 
different heat treatment conditions can result in drastic 
variations in the density distribution of the constituents in 
the system.     

 
 
It has been discovered recently that the 

performance of CdS/CdTe solar cells can be greatly 
enhanced by integrating a thin layer of Zn2SnO4 (ZTO) into 
the interface between CdS and the transparent conducting 
oxide films.  This ZTO layer plays an important role for 
improving the CdTe cell efficiency to a new world record.  
The mechanism responsible for this improvement is 
believed to be mainly associated with interdiffusion of CdS 
and ZTO across the interface.  More quantitative 
understanding of the compositional depth distribution of 
CdS and ZTO would seem highly desirable.  

 
To examine the compositional depth profile 

without perturbing the material structure under study, the 
angular dependence of x-ray fluorescence (ADXRF) 
technique is particularly useful.  This nondestructive method 
is also element-specific, thus it is well suited for probing the 
depth distribution of selected atomic species in complex 
systems.  This method can be very useful for solving the 
problem of ubiquitous intermixing of constituent elements 
across the heterointerfaces, as found in many advanced thin 
film PV materials.   

 
The CdS film (~800 Å) was deposited on 7059 

Corning glass substrates by a chemical-bath deposition 
(CBD) technique using cadmium acetate Cd(C2H3O2)2, 
ammonium acetate (NH4C2H3O2), ammonia hydroxide 
(NH4OH), and thiourea (CS(NH2)2).  The ZTO film (~1400 
Å) was deposited on the CdS film by rf magnetron 
sputtering.  A commercial hot-pressed oxide target with a 
composition of 33 mol% SnO2 and 67 mol% ZnO was used.  

Deposition was made in pure oxygen at room temperature, 
and the samples were then annealed in Ar, He, or CdCl2 
environment at different temperatures. 
 

 The fluorescence intensity from specific atoms can 
generally be expressed as   

 

 I  dz(-
dS (z)

dz
zFY

z∝ ∫ ) ( )Φ ,             (1) 

 
where Sz is the z-component (perpendicular to the interface) 
of the Poynting vector, and Φ(z) is the density profile of the 
specific atomic species in the z-direction.  The data can be 
analyzed from the field distribution assuming a model of the 
depth profile of the selected atoms in the system.  By a 
comparison of the experimental results with theoretical 
calculations, information of the depth distribution of a 
specific constituent atomic species can be obtained.  Some 
details of this technique can be found in previous 
publications: J. Appl. Phys. 83, 4173 (1998); Appl. Phys. Lett. 
74, 218 (1999); J. Appl. Phys. 86, 6052 (1999); and J. Vac. 
Sci. Technol A17, 2685 (1999). 
 

The x-ray experiments were performed at beamline 
X3B1 of the National Synchrotron Light Source in 
Brookhaven National Laboratory.  The energy of incident 
photons was selected by using a Si(111) double-crystal 
monochromator.  A two-axis goniometer with angular 
resolution of 0.001° was used to control the grazing 
incidence angle θ between the incident x-ray beam and the 
sample surface.  The x-ray fluorescent photons from the 
irradiated samples were collected by using a solid state Si 
(Li) detector and the intensity of Zn or Cd Kα fluorescence 
yield (FY) was measured as a function of θ using a single 
channel pulse-height analyzer.   
 
 Some typical ADXRF data obtained with 
CdS/ZTO junctions prepared under different conditions are 
shown in Fig. 1.  The FY output from Cd atoms in the 
system is plotted against the grazing incidence angle (or the 
penetration depth) of x-rays impinging from the ZTO side.  
The Cd FY is low at small angles depending on the amount 
of Cd present in the ZTO film, it rises rapidly when the x-
rays penetrate into the CdS layer at the critical angle near 
0.1o.  This also indicates the approximate position of the  
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Fig. 1 � Cd Kα FY intensity vs. incident angle 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
Fig. 2 � Conversion between grazing incidence angle and 
x-ray penetration depth.  
 
 
CdS/ZTO interface.  It can be seen that annealing in Ar at 
relatively high temperatures results in only very small 
changes in the Cd depth distribution as compared to the as-
made sample.  However, annealing in CdCl2 can lead to a 
substantial increase of Cd atoms in the ZTO film, as 
revealed by a marked increase of the Cd FY in ZTO (below 
0.1o) and also in the vicinity of the interface.   
 
 The conversion from grazing incidence angle to 
penetration depth of x-rays into ZTO or CdS is illustrated 
schematically in Fig. 2.  In the present case, the incident x-
ray enters the sample from the top ZTO layer, hence the 
photon flux increases rapidly as the grazing angle reaches 
approximately 0.1o, where the x-ray penetration depth 
exceeds the ZTO layer thickness.     
 
 
 

 
 

 
 
 
 
              Fig. 3(a) � Comparison between data and  
              theoretical calculation for Zn Kα FY output. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             Fig. 3(b) � Comparison between data and theoretical  
             calculation for Cd Kα FY output.           
 
 

Figures 3(a) and 3(b) show examples of a 
comparison between data and theoretical calculations for 
ADXRF of the Zn Kα and Cd Kα, respectively, the 
agreement is quite satisfactory.  Further quantitative 
analysis is in progress. 
  
   *The present research at SUNY-Buffalo is supported by 
NREL and DOE. 
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Abstract: A variety of novel high-spatial resolution 
techniques, including micro-PL, solid immersion lens 
microscopy and near-field microscopy have been used to 
characterize the low-temperature photoluminescence of 
photovoltaic materials and devices with sub-micron 
spatial resolution. The spatial variation of the energy and 
time-resolved photoluminescence spectra along the 
cleaved-edge of CdTe/CdS solar cell structures showed 
an enhancement in low-energy emission offset an 
estimated 1-2 microns from the material heterojunction 
for CdCl2 treated devices, concomitant with a decrease in 
PL decay time at the CdTe exciton peak. Substantial 
spatial variations in PL spectra of Cu(In,Ga)Se2 solar 
cells were also observed to occur on a micron length 
scale. 
 
Introduction: Most low-cost, polycrystalline solar cell 
materials are inhomogeneous on a micron length-scale, 
how this inhomogeniety affects carrier energetics and 
transport in these materials,  and the devices in which 
they are incorporated, is an important issue in the 
advancement of PV technologies. Optical spectroscopy 
combined with high spatial-resolution directly addresses the 
need to investigate material and device opto-electronic 
properties on these length-scales. Towards this end, we have 
developed a variety of techniques and instrumentation with 
the aim of investigating the spatial variation in the 
optoelectronic properties of important PV materials. These 
techniques include near-field microscopy, solid immersion 
lens imaging and micro-PL. This report will focus on micro-
PL results obtained in a cross-sectional study of CdTe/CdS 
heterojunctions and a plan-view study of Cu(In,Ga)Se2 solar 
cells. 
 
Experimental: All micro-PL measurements were made at a 
nominal temperature of 4.2K using a low-profile optical 
cryostat (Oxford Instruments MicroStat-HiRes) using high-
NA corrected optics. The MicroStat was mounted on a 
computer-controlled precision XY stage, affording linear 
translations with sub-micron accuracy. The impulse 
response of the system was verified by scanning the focused 
spot across a sample patterned with a reflective half-plane, 
which was compared to  the convolution of a gaussian spot 
with a reflective half-plane as shown in figure 1. As the 
match is quite good, we estimate the achieved spot size to 
be approximately 0.67µm FWHM, which is very nearly the 
diffraction limit for the experimental conditions (660nm).  
 

The CdTe/CdS heterojunctions were deposited on silicon 
substrates to facilitate cleaving, and otherwise grown under 
similar conditions as actual CdTe/CdS solar cells. The CIGS 
sample was a small piece of a working CIGS solar cell. 
 
Cross-sectional low-temperature micro-PL of CdTe/CdS 
heterojunctions: A study of the spatial variation in the 
energy and time-resolved low-temperature PL (T=4.2K) 
along the cleaved edge of a CdCl2-treated CdTe/CdS solar 
cell (see figure 2) was performed using the apparatus 
described above. CW and pulsed excitation were focused to 
approximately 0.67µm, the sample was scanned in 0.7µm 
intervals along the growth direction and subsequent energy 
and time-resolved spectra were acquired at each point in the 
scan. The CdTe excitonic PL intensity vs position (inset B) 
should closely map the device structure and correlates well 
with our expectation based on the known growth conditions: 
this emission is approximately constant with a slight 
decrease due to increased defect concentration and possible 
partial alloying with sulfur as the excitation spot is scanned 
toward the heterojunction. A dramatic decrease in this signal 
indicates the presence of the CdTe/CdS interface. The 
below-gap PL (inset C) peaks approximately 1.4µm before 
this minimum of the CdTe excitonic PL. This suggests an 
increased defect or impurity concentration offset from the 
material heterojunction by over a micron. The carrier 
lifetime (inset D) also is a minimum in this region.  Similar 
experiments were performed on an untreated CdTe/CdS 
sample, where the strong enhancement in  the below-gap PL 
was not observed and PL lifetimes did not vary significantly  

 -6     -4       -2          0    1 

  1 

0

 Distance (µm) 

2 2 2( ) /( ) ( )x y wI x e H x x dxdy+′ ′∝ −∫∫

Laser spot

Scan 
direction 

Figure 1: Experimentally obtained (solid line) and
theoretically predicted (dashed line) linescans of a
reflective half-plane. The former obtained by scanning the
focused spot across a sample patterned with aluminum, the
latter obtained by the equation shown in the inset.  
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Figure 2 Above: PL spectra spatially-resolved along
cleaved-edge of CdTe/CdS solar cell (see inset A). Inset
B shows excitonic PL  intensity  along scan direction.
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with distance. The results suggest CdCl2 treatment produces 
or modifies an impurity layer in these devices well separated 
from the material heterojunction. 
 
Low-temperature micro-PL of CIGS solar cells: 
Combining the spatial resolution of the micro-PL technique 
with an InGaAs diode array, we were able to spatially-
resolve the low-temperature (5K) photoluminescence 
spectra (centered near 1.0eV) in CIGS solar cells, revealing 
substantial spatial inhomogeneity on a micron length scale. 
The observed length scale is commensurate with the grain 
size in these devices. Further work is planned to isolate the 
effects of the various layers and growth stages and their 
relative contributions to the observed inhomogeneity 
 
Summary: We have developed a variety of techniques to 
probe the optoelectronic properties of PV materials on a 
sub-micron length scale. The micro-PL technique offers 
reasonably high spatial resolution, is relatively easily 
implemented, and is amenable to a variety of spectroscopic 
techniques. The measurements discussed represent 
significant contributions to an area which is largely 
uncharted territory, however, further work is necessary to 
obtain a detailed understanding of the phenomena reported 
here.  
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ABSTRACT 
 Nitrogen-doped ZnTe produced by reactive sputtering 
is attractive as a possible component layer of a back contact 
for CdTe-based solar cells.  It has the advantages of being 
free of copper, having a close valence band match to CdTe, 
and can be doped heavily p-type with substitutional nitro-
gen.  In addition, because it is transparent to photons below 
2.2 eV, it is a candidate for a back contact/tunnel junction in 
tandem cells using CdTe or CdZnTe top cells.   In this study 
we have characterized  films of ZnTe:N sputtered with vari-
ous N2/Ar ratios.  These films have been studied by  x-ray 
diffraction (XRD), atomic force microscopy (AFM), Raman 
spectroscopy, optical absorption, variable angle spectro-
scopic ellipsometry (VASE) and the Hall effect.  We also 
report optical emission spectra of N2 during reactive sputter-
ing. 
 
1. Introduction 
 This paper describes some results of our research 
funded through the High Performance PV Program of 
NREL.  The award to The University of Toledo includes 
close participation with First Solar as a major lower-tier 
subcontractor.  The effort focuses initially on the explora-
tory development of II-VI cells suitable as top cells in dou-
ble junction tandem devices with, e.g., CIS as a bottom cell.  
Major elements of this effort include studies of CdZnTe and 
development of transparent back contacts and tunnel junc-
tions for the top cell.  We expect to fabricate both two-
terminal and four terminal prototype devices.   
 
 In the present study, we present the characteristics of 
reactively sputtered films of ZnTe doped  with N.  We are 
investigating this copper-free p-type material as a possible 
component of a tunnel junction or transparent back contact.  
We have achieved ~9% cells with good stability using 
ZnTe:N layers on vapor transport deposited CdTe [1,2];  
however, better performance will require ZnTe with in-
creased conductivity.  We describe here optical emission 
spectroscopy (OES) during the reactive sputtering process 
as well as electrical measurements and Raman scattering on 
the films.  In addition, we have done x-ray diffraction, 
atomic force microscopy, optical absorption, and spectro-
scopic ellipsometry measurements (at IEC).   
 
2. Optical emission from the sputter plasma 
 We have earlier obtained films with carrier concentra-
tions of up to 5 x 1018 cm-3 with sputter conditions of: 40 W 

rf power, 400 C substrate temperature, 18 mTorr pressure, 
and 63 sccm flow.  We are presently re-optimizing the 
growth process while monitoring the plasma optical emis-
sion for appropriate excited state species of N and N2.  Fig. 
1 shows a typical emission spectrum obtained from the tar-
get surface of the first positive band of N2 (B 3Πg → A 3Σu).  
The strongest vibrational transition in Fig. 1 is for v'=9 
→v"=5 at 590.6 nm.  This vibrational state lies only 2.8 eV 
below the 10 eV dissociation energy of N2.  Since the 3Σu 
state is metastable, significant density should impact the 
growth surface. Due to its low dissociation energy we ex-
pect better incorporation of atomic N from the metastable 
N2 than from ground state N2 .  In a similar situation, Jor-
dan, et al, [3] have provided evidence that this molecular 
state is advantageous for MBE growth of GaN using a 
plasma nitrogen source.  They argue that the metastable 
molecule can much more easily release the binding energy 
of N in GaN than can atomic N, because the second atom 
can carry away excess energy from the growth interface.  
We are presently spatially tracking this emission to the film 
surface and correlating this emission with film characteris-
tics as sputter parameters are varied. 

 
Fig. 1. Example of OES spectrum from first positive band of N2 

during reactive sputtering.  Ar lines were subtracted. 
 
3.   ZnTe microstructure vs N/Ar ratio during sputtering 
 Electrical measurements [2] have indicated that the 
conductivity increases only slightly with increasing 
N/(Ar+N) gas mixture  from 2 to 5% as decreases in mobil-
ity almost balance increases in carrier concentration.  This 
partly prompted the AFM, XRD, and Raman measurements 
described here. 
 The evolution of the microstructure with increasing N2 
gas fraction is illustrated by the two AFM images of Fig. 2 
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for 0% and 3% N2.   Analyses show mean grain diameters of 
134 nm and 38 nm, respectively. 

 

 
Fig. 2. AFM images of 0.5 µm thick films of ZnTe (upper) and 

ZnTe:N (lower) grown with 3% N2 in the sputter gas. 
 
 The crystallographic texture was studied by x-ray dif-
fraction.  Details of the XRD measurements will be pre-
sented elsewhere.  The crystallographic orientation parame-
ter, the strain, and the average grain size are shown in Table 
1.  ∆ao is inferred from the Nelson-Riley-Sinclair-Taylor 
method for lattice parameter determination and particle size 
is inferred from the diffraction peak widths by the Scherrer 
method.  The film orientation was determined by the Harris 
method normalizing the hkl peak intensities to those of a 
randomly orientated powder.  p111 > (<) 0 indicates preferred 
(suppressed) orientation along <111>. 
 
     Table 1.  XRD analyses (UT0...5 indicates N2 fraction)  

Sample Orientation 
Parameter 
p111 (N) 

∆ao 
± 0.0009 

(Å) 

XRD 
Particle 

Size (nm) 
UT0a 7.0 (9) +0.0146 125 
UT1a 5.4 (9) +0.0217 35 
UT2a 0.4 (4) +0.0211 14 
UT3a 0.4 (5) +0.0204 10 
UT5a 0.3 (5) +0.0181 8 

 
Note that increasing N2 in the sputter gas decreases grain 
size as seen both by AFM and XRD, but also strongly de-
creases the normally strong <111> crystallographic texture 
of these films. 

 Raman scattering shows a strong 205 cm-1 LO peak and 
its overtone and a small feature at the 170 cm-1 position of 
the TO mode.  Consistent with heavy doping, the TO mode 
appears to be increasingly screened and shifted toward the 
TO mode with 1% and 3% N2 in the sputter gas.  However, 
the broad peaks also could indicate a transition to an amor-
phous or nanocrystalline phase.  It is possible that the N2 is 
inhibiting the film nucleation on the glass substrates and we 
are presently trying to improve the grain size and mobility 
of these films as well as obtain further increases in doping 
density.  

Fig. 3 Room temperature Raman spectra obtained with 514 nm 
excitation. 

 
 All films exhibit optical transmission ~75% and an ab-
sorption edge located at ~2.2 eV.  The spectroscopic ellip-
sometry showed some broadening of this Eo fundamental 
edge with increasing N, but the E1 and E2 direct transitions 
near 4 eV were particularly strongly broadened and shifted 
to lower energy�again indicating poor crystallinity and/or 
surface deterioration.  We find that low temperature anneal-
ing in air generally increases the film conductivity while 
producing no observable change in morphological, struc-
tural, or optical properties�possibly indicating a decrease 
in grain boundary barrier heights. 
 Further work is in progress to clarify the N-dependence 
of  the film microstructure, and further optimize the conduc-
tivity of these p-type ZnTe layers. 
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ABSTRACT

Development of the high efficiencies that can only be
attained by tandem structures is important to the
advancement of thin-film technologies. Although
significant progress has been made with low and mid band
gap polycrystalline devices, there is no viable high band
gap device to pair with these in a tandem structure. We
propose development of a high efficiency, high band gap
device from the II-VI family for this purpose. To achieve a
target efficiency of 25%, the high band gap device
efficiency will have to be in the 16 – 18% range, and it
will have to successfully transmit long wavelength light to
an underlying low band gap device. Candidate II-VI
materials include CdSe and Znx Cd1-x Te. The initial
structure will be 4-terminal to avoid issues associated with
growing devices on top of each other in 2-terminal format.
We have used AMPS to simulate expected performance.

1. Introduction
The ideal band gaps for optimum efficiency in a tandem
structure are about 1 eV for the bottom cell and 1.7 eV for
the top cell. Cu InxGa1-xSe2 (CIGS) has already
demonstrated a well established efficiency of 15% for a
band gap of about 1 eV, and industry is presently
commercializing products using this technology. Low band
gap CIGS is thus an obvious choice for the bottom cell.
Identifying a viable candidate for the top cell is much more
difficult, and in fact is the crux of what needs to be done to
launch a 25% tandem technology. Since about 2/3rds of
the output must come from the top cell in a dual tandem,
this requires a top cell efficiency of 16 – 18%.

II-VI materials have the required properties to achieve this
objective. As seen in figure 1 Cd and Zn compounds offer
options for the high Eg cell. An obvious choice is CdSe
because it has an ideal Eg of 1.7 eV and is a binary.
However, CdxZn1-xTe(CZT) is perhaps a better option
because it is to first order just an extension of the more
familiar CdTe. As seen in figure 1, these compounds cover
the Eg range 1.45 – 2.2 eV. While they have the added
complexities of ternaries, they also offer the flexibility of
tuning the band gap to the bottom cell. We have worked
with these compounds in the past and made some progress
in understanding and advancing their performance[1].

However, much of this work was shelved because of the
success that we enjoyed with CdTe itself. Given the
progress that has been made with single junctions and the
mandate for a 25% tandem technology it is now
appropriate to rejuvenate our earlier efforts on these
promising materials.

2. Device Structure

Figure 1. II-VI band gaps.
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Because of the inherent difficulties with growing materials
on top of each other in a 2-terminal structure we propose
the 4-terminal structure shown in figure 2. This is a
schematic of the final 4-terminal structure that results from
combining a top cell on glass to a bottom cell on glass with
an encapsulant. The bottom cell is a low Eg CIGS device
that has the same structure as today’s standard devices.
Thus the bottom cell is a given. It requires little or no
further development, although additional tweaking to fit
this role can contribute to  more output. The top high Eg
cell is what is needed and is the main topic of this project.

Optical issues associated with this multi-layer stack can be
complex. As in any solar cell we always endeavor to
capture as much incident light as possible. Thus the optical
issues for the top of the high band gap cell are simply to
tune AR coatings as usual but with an eye to the bottom
cell as well. The additional issues have to do with
effectively coupling light not used by the top cell to the
bottom cell. Because the bottom cell reaches out into the
near IR, absorption losses in the three transparent
conductors(TC)(top window layer-top cell, rear transparent
conductor-top cell, and top window layer-bottom cell) due
to free carriers are a concern. However, currents are lower
in tandem devices which allows for thinner TC’s. We have
had an ongoing effort to develop high optical quality TC’s
for some time, and those results can be brought to bear on
this problem. We have performed first order simulations
on optical losses and feel that the loss to the bottom cell
can be kept down to about 10%.

3. 4-Terminal Efficiency Projections
CIGS is the assumed low band gap CIGS device. Several
laboratories have achieved efficiencies in the 15% range
for band gaps of about 1.0 eV. We have in fact found that
this band gap range provides the highest efficiencies for
our manufacturing-friendly processing approach and have
developed considerable expertise with low band gap CIGS
materials. We use the Penn State/EPRI AMPS code as a
regular tool to simulate and help understand our material
and device performance as well as to guide our fabrication
efforts[2]. It is thus straightforward for us to extend our
AMPS capabilities to tandem simulations. The
representative parameters that we use for CIGS are Jsc =
42.6 mA/cm2, Voc = 508 mV, FF = 0.68, and efficiency
=14.7%. In figure 3 we show Jsc and efficiency for CIGS
under a 1.7 eV top cell as a function of top cell thickness.
As can be seen, there is a large drop under a 200 nm top
cell, but additional losses are minimal as the thickness of
the top cell is further increased. Voc and FF vary little with
thickness, and the slow drop of Jsc allows an efficiency of
8-9% across the entire thickness range.

To simulate tandem output we assume an ideal top cell that
has few loss mechanisms. In figure 4 the individual cell
efficiencies and resulting tandem composite efficiency are
plotted as a function of the top absorber thickness. The

bottom line is that tandem efficiencies well above 25% are
projected for the entire thickness range. Although this is a
“semi-ideal” case, it is nevertheless highly encouraging.
When we use realistic values for the top cell parameters,
the projected peak efficiency is 25%, right at the desired
objective. The challenge now is to make devices with these
properties.

4. References
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ABSTRACT 

New and optimized metal-oxide thin films for both 
transparent-conductor and antireflection coatings have the 
potential to significantly improve photovoltaic devices.  One 
approach to this task of discovery and improvement is to use 
a parallel optimization, i.e., a combinatorial, approach.  
Using internal seed funds, we have developed the initial 
deposition, characterization and analysis tools necessary for 
implementing a combinatorial approach to thin-film metal 
oxides, with a special focus on transparent conducting 
oxides (TCOs).  

1. Introduction 
Transparent conducting oxides [1] play a key role in a 

number of thin-film opto-electronic devices, including 
photovoltaics, flat panel displays, low-e windows, 
electrochromic devices, and anti-static coatings [2].  The 
bulk of these applications rely on the established n-type 
transparent conducting oxides (TCOs), such as SnO2:F, 
ZnO:Al, and indium-tin-oxide (ITO) [3].  For many of these 
technologies, next-generation devices would be significantly 
enhanced with improved or new TCOs [4].  This is leading 
to the investigation of new n-type materials such as 
Cd2SnO4, Zn2In2O5, and In2-2xSnxZnxO3.  These more 
complex materials are generally alloys of the simpler 
established transparent conducting metal oxides such as 
CdO, SnO2, ZnO, In2O3, and Ga2O3.  Combinatorial 

approaches are thus needed to explore realistically the large 
compositional space represented by Figure 1 [5].  
Combinatorial approaches are composed of three 
components: library deposition, critical-parameter analysis, 
and data mining to extract useful information and 
conclusions. 

2. Combinatorial Deposition and Characterization 
Zn(Al)O and Zn-Sn-O libraries have been deposited by 

co-sputtering using a three-gun sputtering system 
specifically built for combinatorial deposition.  Cd-Sn-O 
libraries have been grown by chemical vapor deposition on 
an existing system by utilizing system-generated 
compositional gradients. 

Figure 2 shows the optical transmission spectrum for 16 
elements of a Zn(Al)O library.  These spectra are measured 
using a UV/VIS/NIR CCD-based fiber-optically coupled 
spectrometer with measurement times of ~ 1 sec. per full 
spectrum.  Figure 3 shows the infrared reflectivity vs. 
photon energy for an 18-element Cd-Sn-O library grown by 
CVD.  All elements show the increasing infrared reflectivity 
due to the free-electron plasma oscillations indicative of a 
conductor.  In the inset, the reflectance at 3000 cm-1 (circles, 
left axis) and the Hall-measured carrier concentration 
(triangles, right axis) are both plotted vs. the sample 
number.  The good correlation shows that the infrared 
reflectivity is a viable noncontact diagnostic for 

 
 

Fig. 1. Pictorial representation of the potential phase 
space of current interest for new TCOs [1]. 
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Fig. 2. Optical transmission spectra of 16 elements 
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combinatorial characterization of the relative carrier 
concentration in TCO libraries. 

3.  Additional Libraries 
Using gray-scale intensity maps, Figure 4 summarizes 

several properties of a Zn(Al)O library that was used for 
technique verification.  The upper left map, which shows 
the infrared reflectance, indicates a higher electron density 
on right side of the sample.  The thickness, upper right map, 
shows good uniformity with thicknesses between 2000 and 
3000 Å.  The bulk conductivity map is shown in the bottom 
left.  The bottom right graph shows the conductivity, 

reflectance at 2000 cm-1, and the relative aluminum content, 
measured using electron microprobe, vs. column position 
for row 3.  For this sample, the conductivity generally scales 
as expected with Al content. 

We are now applying the developed combinatorial tools 
to the Zn-Sn-O binary TCO system.  Initial  results (10 
libraries) suggest that ZnSnO3 may be a substantially better 
TCO than Zn2SnO4, which is presently used as an interface 
layer in CdS/CdTe solar cells.  If sufficiently conducting 
Zn-Sn-O can be developed, it may be possible to eliminate 
the current Cd2SnO4 TCO layer in these CdS/CdTe cells.  
These early  results from our initial Zn-Sn-O libraries 
demonstrate the great potential for combinatorial 
approaches. 
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ABSTRACT

Direct-write technologies offer the potential for low-
cost materials-efficient deposition of contact metallizations
for photovoltaics.  We report on the inkjet printing of metal
organic decomposition (MOD) inks with and without
nanoparticle additions. Near-bulk conductivity of printed
and sprayed metal films has been achieved for Ag and Ag
nanocomposites.  Good adhesion and ohmic contacts with a
measured contact resistance of 400 µΩ•cm2 have been
observed between the sprayed silver films and a heavily
doped n-type layer of Si.  Inkjet printed films show
adhesion differences as a function of the process
temperature and solvent.  Silver lines with good adhesion
and conductivity have been printed on glass with 100 µm
resolution.

1. Introduction
A key area for improvement of photovoltaic cells is the

development of low-cost materials-efficient process
methodologies.  Atmospheric process approaches
potentially offer these advantages.  Inkjet printing, as a
derivative of direct-write processing, offers the additional
advantages of low capitalization, very high materials
efficiency, elimination of photolithography, and noncontact
processing [1].

Conceptually, for Si solar cells, all device elements
except the Si could be directly written or sprayed, including
contact metallizations (front and rear), dopants, transparent
conductors, and antireflection coatings.  Our initial thrust
has been in the area of developing contact metallizations.
As the thickness of Si cells falls below 100 µm, contact
grids for the front and rear contacts can be inkjet printed,
even on the rough surface of polysilicon, without contacting
the thin, fragile substrates.  At present, inkjets are capable of
line resolutions < 20 µm, which is at least two times better
than the current state of the art obtained by screen printing
[2].  In addition, it is an inexpensive, atmospheric process
and can be an environmentally friendly, no-waste approach.

A major challenge in applying inkjet processes for
direct writing is formulating suitable inks.  The inks must
contain the appropriate precursors and a carrier vehicle.  In
addition, they may contain various binders, dispersants, and
adhesion promoters, depending on the nature of the
precursor and the particular application.  In the case of inks
for metallization, the content of the metallic ink must be
adjusted to provide the required resolution, with good
adhesion and the desired electronic properties for the
conducting lines.  Ink composition is critical because it
defines the way in which the ink can be jetted, the adhesion
to the substrate, and the line resolution and profile, and it
can control the mechanism of metal formation.

Our specific goals are to develop inks and optimize
printing parameters for highly conductive lines, achieving
low contact resistance, good adhesion, and high resolution.

2. Approach
Overall, we have chosen to use combinations of

organometallic metal precursors with metal nanoparticles.
This allows essentially a mix-and-match approach between
the MOD precursor and various nanoparticles which can be
tailored for a particular application, e.g. doping level,
thickness, and process temperature.  We use organometallic
precursors as both a metal-forming component of the ink
and as a “glue” to bond the nanoparticles together and to
enhance adhesion to the substrate.  The dry organometallic
compound (such as silver(hexafluoroacetylacetonate)(1,5-
cyclooctadiene) or Ag(hfa)(COD)) is dissolved in an
organic solvent such as toluene, ethanol, or butanol.  The
ink is delivered by spraying or is inkjet printed on a heated
substrate in the desired pattern.  A silver film forms upon
solvent evaporation and decomposition of the printed
precursor at elevated temperature (~300oC).  Gaseous
byproducts of decomposition leave the system, providing
contamination-free metal films. To increase the silver
loading of the ink and obtain higher deposition rates, silver
or other metal nanoparticles may be added to the ink along
with the organometallic precursor.  In this configuration,
silver particles comprise the main conducting volume of the
resultant coating, while the organometallic constituent acts
as a glue for the silver particles, providing enhanced
electrical and mechanical bonding of the metal particles
with the substrate and between themselves.  Fine,
deagglomerated nanoparticulate metal powders must be
used in this ink so as to avoid clogging the 10–50 µm orifice
of the inkjet.  In addition, active constituents, such as
adhesion promoters, surface activators, precursors of n-
dopants for selective emitters, or possibly nanosized glass
frits, may be added to the ink to achieve the required
electronic and mechanical properties of the contact.

For initial evaluation of new ink compositions, we have
used spray deposition.  In this technique, droplets of ink are
deposited on heated substrates using an airbrush.  This
deposition technique is very similar to inkjet printing, but
simpler and more robust.  The relatively large nozzle
opening of the airbrush makes it more difficult to clog.  The
main difference from the inkjet is that spray deposition is
best suited for deposition of continuous films over large
areas and is not spatially selective.  Practice has shown that
inks that spray well by this approach tend to work well in
the inkjet as well.

This paper covers our work on printing Ag
metallizations, but we have used the same approach to
produce Cu metallizations as well.  Copper MOD precursors
and mixtures of MOD complexes with nanoparticles have
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been used as inks to deposit Cu films.  However, Cu is more
easily oxidized than Ag and its conductivity is much more
sensitive to impurities at the grain boundaries.  Thus, the Cu
inks must be deposited in an inert atmosphere, and the films
produced by these inks have resistivities that are several
orders of magnitude worse than bulk Cu metal [3].

3. Experiments and Results
Spray Deposition with Ag Metal-Organic Ink.  A saturated
solution of Ag(hfa)COD in toluene,  filtered through a 0.2
µm syringe filter, was used as the metal-organic Ag ink [4].
The ink was sprayed onto heated substrates in air using a
hand-held Vega 2000 airbrush.  During depositions, the
substrates were attached using metal clips to a heated copper
plate maintained at 400°C.  Smooth, dense, grainy coatings
were obtained on glass and silicon substrates, as can be seen
in the scanning electron image (SEM) image in Figure 1.
The thickness of the coatings deposited ranged from 0.1 to 4
µm.  According to X-ray photoelectron spectroscopy (XPS)
the chemical content of the coatings was pure silver.  A
significant level

Figure 1.  SEM image of Ag film spray printed on Si using
ink prepared from Ag(hfa)(COD).

of oxygen, fluorine, and carbon impurities was detected at
the film surface and is most likely due to post-deposition
surface contamination.  It rapidly decreases with depth
during ion milling, and the film is >99 atom-% Ag after
removing 300 Å.  X-ray diffraction (XRD) analysis
confirmed that the coating as-deposited consisted primarily
of (111)-oriented silver grains, with a small fraction having
(100) and (110) orientation.  The adhesion strength of the
sprayed 3.4 µm thick silver coating on Si exceeded the
adhesion strength of conventional screen printed contacts.
Resistivity of the sprayed silver layer (2 µΩ•cm) was very
near that of bulk silver.  Significantly, we were able to
achieve ohmic contact (Figure 2) with a relatively low
contact resistance (400 µΩ•cm2) [5] between the sprayed
silver coating and the n-type layer of a diffused p-n junction
silicon solar cell.  The contact resistance was measured
using the Transfer-Length Method (TLM) [6].  The silver
pads for TLM were fabricated from the sprayed coatings

using photolithography, followed by an etch with 50 %
nitric acid.

Figure 2.   Current-voltage curve for Ag(hfa)(COD)-derived
contact on n-type Si.

These results are significant because films with high
adhesion strength and good electronic properties were
achieved with a simple, one-step, low-temperature
deposition process.  This is in contrast to screen printed
coatings, which require addition of glass frits to promote
adhesion and high annealing temperatures (~700°C), or
vacuum deposited coatings, which are expensive and require
an additional adhesion layer, to achieve similar properties.

Spray Deposition with Composite Ag Nanoparticle/Metal-
Organic Ink.  Composite nanoparticle/metalorganic ink was
prepared by mixing 1.0 g Ag nano-particles in a solution
formed by dissolution of 1.0 g Ag(hfa)(COD) in 4 ml
ethanol (1:3.9 molar ratio).  This precursor was spray
printed on a glass substrate heated to 300oC.  As deposited,
the 10 µm thick silver layer had a relatively porous grainy
structure (Figure 3).  The layer in Figure 3 was
characterized by good adhesion to a Pyrex microscope slide,
which was confirmed with the Scotch tape pull test (15-20
lb/in).  The high initial resistivity of the as-deposited silver
layer (58 µΩ-cm) dropped to 2.4 µΩcm, near the value for
bulk silver, after annealing for 30 minutes in air at 400oC.
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Figure 3.  SEM image of Ag film spray printed on
glass at 300°C using the composite ink.
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The high deposition rate, along with the excellent
conducting properties of the deposited silver layer from the
composite ink are encouraging and we are planning to
proceed to the next step – to evaluate the “printability” of
the composite ink by inkjet.  The primary concern is that
agglomerates of the Ag particles may clog the small 50 µm
orifice of the current inkjet.  Also, we need to optimize the
ink composition to achieve stable particle suspension.
When the Ag particles are simply mixed into the
organometallic ink, they tend to sediment on the walls of the
container.  This may require a capping agent for the Ag
nanoparticles, which would potentially solve both the
agglomeration and printing problems at the same time.

4. Direct-Write Ag by Inkjet Printing
Epson Printer.  Simple test patterns were printed on glass
and Si using the Ag(hfa)(COD) metal-organic ink with an
Epson Stylus Color 740 piezoelectric inkjet printer modified
to print labels on compact discs.  The ink was prepared
according to the recipe above, with ethanol replacing
toluene as the solvent.  Toluene was found incompatible
with the plastic of the inkjet cartridges.  The substrate was
supported on an aluminum disk heated to 100°C to facilitate
solvent evaporation and to prevent the ink from running on
the surface.  Three layers were printed on top of each other
to build a reasonably thick silver coating.  At the end of the
deposition, the sample was annealed in air at 300°C for 20
minutes.  This final annealing eliminated dark brown spots
that could be seen in the coating just after the deposition.
We assume that these were Ag(hfa)(COD) spots that
decomposed, forming Ag during the annealing step.  The
average thickness of the trilayer coating was ~ 2000 Å,
giving a deposition rate of ~700 Å per layer.  Minimum
feature size observed in the test pattern was 200 µm.  The
surface morphology of the inkjet printed silver observed by
atomic force microscopy (AFM) closely resembles the silver
layers deposited by spraying, supporting the analogy
between spray and inkjet printing.  The resistivity of the
coating measured by the 4-probe technique was ~5=µΩ•cm,
which is a little over a factor of two higher than the
resistivity of bulk silver.  Good adhesion of the silver
coating to the glass slide was confirmed with the Scotch
tape pull test.

The disadvantage of using the commercial Epson
printer is in lack of control over the printing conditions
used. The Epson is optimized for water-based color inks.
Using the same printing conditions with the ethanol-based
ink resulted in reduced line quality.  An optical micrograph
of a single line printed on a glass slide is shown in Figure 4.
It was observed that the silver accumulated at the edges of
the line.  This phenomenon may be understood by
considering the dynamics of liquid perturbation during the
processes of drop evaporation [7].

Microfab Inkjet System.  The Microfab inkjet printing
system is essentially a drop-on-demand piezoelectric inkjet
where user control of waveform, frequency, amplitude, line
pressure, and orifice size are all possible.  Drops form by

voltage pulses applied to a piezoelectric actuator that creates
an acoustic wave in the body of a glass capillary filled with
ink.  The stimulated waves break the ink meniscus off the
tip of the jet at the frequency of the pulse generation.  By

controlling the parameters of the voltage pulse and printing
variables such as the frequency of drop generation, the
volume/size of the drops and the speed of the drop at
ejection can be controlled.  Other advantages of the new
system are that the jet system does not have plastic parts and
thus gives us more freedom for choosing solvents and
printing at higher temperatures.  Heads are available for
high-temperature and nitrogen-purged printing.  For the
initial printing experiments, however, we used the same
ethanol-based ink as employed in the Epson experiments
above.  Because of the relatively low boiling point of the
ethanol, we had to choose a high pulse frequency (1500 Hz)
and a relatively low substrate temperature (150oC) to
maintain an uninterrupted jet of drops. Single-line patterns
were written on a heated glass substrate by linear motion of
the inkjet print-head attached to a computer-controlled X-Y
table.  The jet-to-substrate distance was maintained at ~1
cm.   To convert printed precursor lines to metallic silver,
the printed substrates were heated with a heat gun to above
the decomposition temperature of the organometallic
compound.  The lines obtained had better silver film
uniformity and the same (200 µm) line width as those
printed with the conventional Epson printer. Figure 5
illustrates a line printed with the Microfab system.  The Ag
is uniform across the line width.  The orifice size in the
Microfab inkjet system is 2.5 times larger than that of the
Epson printer (50 µm vs. 20 µm), and yet, the widths of the
lines obtained were the same.  The larger orifice size, which
also delivers larger drops, gave a more uniform line with
better resolution (relative to orifice size) because the
Microfab system can tolerate higher substrate temperatures.
At higher substrate temperatures, solvent evaporation occurs
more rapidly and the ink does not have time to spread as
much, leading to higher resolution.  These results indicate
that the Microfab inkjet should be capable of much better
resolution if a smaller orifice is used.  (Note that heads are
available from Microfab with orifices down to 10 µm.)

In our most recent printing experiments, we were able
to achieve 100 µm wide lines by switching to butanol-based

Figure 4.  Single line pattern printed on glass with the
Epson ink jet printer using Ag(hfa)(COD)-based ink.

The width of the line is 200 µm.
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inks.  Replacing ethanol with butanol, a solvent with higher
boiling temperature, allowed a reduced drop ejection rate,
higher substrate temperature, and shorter jet-to-substrate
distance to be used.  The combination of these changes
resulted in better resolution by a factor of two.  An
additional benefit of using the butanol-based ink is that we
were able to print on a substrate heated to well above the
decomposition point of the organometallic compound, thus
eliminating the need for a post-deposition annealing step.
Figure 6 shows individual 100 µm drops of Ag deposited at
200°C on glass with the Microfab system using
Ag(hfa)(COD) dissolved in butanol.

5. Conclusion
We have demonstrated that direct MOD or composite

nanoparticle/MOD deposition of Ag on glass and Si
produces films with conductivities comparable to vacuum-
deposited materials.  Inkjet printing of the precursors
produced line resolutions comparable to those obtained by
current screen print technology by a non-contact approach.
The deposition rates can be very high, especially for the
composite inks.  By going to smaller orifice size, we
anticipate factors of 2 or greater improvement in resolution,

with the possibility of one pass processing.  We are also
investigating other metallizations using this approach.
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Microfab ink jet printer using Ag(hfa)(COD)-based

ink.  The width of the line is 200 µm.

Figure 6.  Individual 100 µm Ag drops printed on glass
at 200°C with the Microfab ink jet printer using

Ag(hfa)(COD)/butanol ink.
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ABSTRACT 
 

  NREL has recently begun investing polymer-based 
photovoltaic cells.  We present initial results on a novel 
energy conversion device that uses both semiconducting 
polymers and organic small molecules as photoactive layers, 
using the advantageous properties of both classes of 
materials.  By incorporating polymers into the device, we 
see results that are surprisingly good for a planar organic 
device with a notable increase in efficiency versus 
analogous devices constructed from only small molecule 
organics.   
 
1. Introduction 
  During the last decade, semiconducting polymers have 
been developed as a novel class of optoelectronic materials 
with applications including both light-emitting diodes and 
photovoltaics.  This is motivated in large part by their 
promise of low cost, less toxic manufacturing methods, 
tunable optical properties, and the possibility of lightweight, 
flexible large area panels.  Polymer LED power conversion 
efficiencies are becoming comparable to those of their 
inorganic counterparts and are now on the brink of 
commercialization.  An increasing research effort is now 
being directed toward polymer-based photovoltaics, leading 
to encouraging strides in both the basic understanding of 
device operation and improving device efficiency.  As 
critical processes such as exciton dissociation become better 
understood, novel heterostructures such as presented below 
are being investigated and are leading to higher conversion 
efficiencies.  
 
2. Polymer - Small Molecule Organic Composite Devices 
  As part of an internally funded effort, we have created 
polymer - small molecule organic composite devices in a 
layered structure that show promising improvements versus 
conventional cells constructed of either component alone [1, 
2].  Electron conducting perylene benzimidazole (PBI) 
(Figure 1b) films are thermally evaporated to a thickness of 
18 nm.  The hole conducting polymer, poly[2,5-dimethoxy-
1,4-phenylene-1,2-ethenylene-2-methoxy-5-(2-
ethylhexyloxy)-1,4-phenylene-1,2-ethenylene (M3EH-PPV) 
(Figure 1a), is then  spin cast from a solution in 
chlorobenzene to create films of 30 nm thickness.  These 
photoactive layers are sandwiched between patterned 
indium tin oxide (ITO) and gold electrodes.  We have 
achieved a power conversion efficiency of 1.4% with Voc = 

-0.58V, Jsc = 6.06mA/cm2 and fill factor = 40% at one-sun 
incident light.  Compared to other solid state planar organic 
devices, this is a promising efficiency.  We discuss below 
approaches to optimize the device structure for higher 
efficiencies.   
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Fig 1.  Chemical structures of (a) M3EH-PPV, (b) PBI, and 
(c) MgPc. 
 
3. Comparison to Other Results 
  Figure 2 compares an ITO/PBI/M3EH-PPV/Au device to 
an analogous structure using magnesium pthalocyanine 
(MgPc) (Figure 1c), another small molecule commonly used 
in organic PV devices, in place of the polymer as the hole 
conducting media.  The power efficiency of the organic 
molecule bilayer device is only  0.2%, a factor of seven less 
than the polymer composite cell.  
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Fig 2.  J-V characteristic for ITO/PBI/MgPC/Au (squares) 
and ITO/PBI/M3EH-PPV/Au (circles) devices under one- 
sun white light.  
 
  Figure 3 shows the absorption spectra for PBI, MgPc, and 
M3EH-PPV.  The absorption spectra of PBI and MgPc are 
just as complementary, if not more so, as that of the PBI and 
M3EH-PPV.  In addition, MgPc has a generally higher hole 
mobility than M3EH-PPV.  Theoretically, this should lead 
to PBI/MgPC devices having the higher device efficiency.  
One possible explanation for the better performance in the 
polymer-based cells is the morphology of the polymer 
interface.  The small molecule materials tend to form 
nanocrystals, which may lead to poor electrical contact 
across interfaces.  Polymers, on the other hand, do not 
crystalize and therefore wet surfaces fairly well.  This 
implies better electrical contact at polymer surfaces, which 
would lead to improved charge transport.   It is also likely 
that exciton dissociation is more efficient at the M3EH-
PPV/PBI interface than at the MgPC/PBI interface due to 
both the improved electrical contact and to a greater band 
offset between the polymer and perylene.  
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Fig 3.  Absorption spectra for PBI (squares), MgPc 
(triangles), and M3EH-PPV (circles). 
 
 
 

4.  Photovoltage Determining Mechanisms 
  In single-layer polymer photovoltaics, the photovoltage is 
generally considered to be determined by an internal electric 
field that is created by the difference in electrode work 
functions.  For our devices, however, this is not the case.  
The work function difference of 0.3V between ITO and Au 
is not consistent with our Voc of up to 0.6V.  In addition, 
when we reverse the order of the photoactive layers 
(ITO/M3EH-PPV/PBI/Au), we reverse the direction of the 
current flow.  Although the electrode work functions likely 
contribute to the value of the photovoltage, the primary 
mechanism for its determination is probably the interfacial 
chemical potential gradient produced via exciton 
dissociation at the polymer/perylene interface.   
 
5. Nanostructured ZnO Electrodes 
  One of the main factors limiting efficiency in polymer and 
other solid state organic solar cells is the short exciton 
diffusion length.  In contrast to inorganic solar cell 
materials, photons absorbed in polymers create a neutral 
exciton (bound electron-hole pair) that must be dissociated 
in order to collect charge from the device.  Excitons that do 
not reach a dissociation site recombine, decreasing 
efficiency.  To circumvent this, we have initiated 
experiments to create high surface area doped zinc oxide 
(ZnO) films by electrochemical deposition to replace the 
planar ITO electrode.  By coating this high surface area with 
very thin (~10nm) films, we can greatly increase the exciton 
dissociation surface area, while at the same time 
maintaining strong light absorption and decreasing the 
device series resistance and charge recombination.  This 
should lead to strong increases in short-circuit current and 
fill factor, and therefore, device efficiency.  
 
6.  Conclusion 
  We have shown that polymer/perylene bilayer devices 
show substantial improvement versus photovoltaics made 
from pthalocyanine/perylene.  Conversion efficiencies of 
1.4% have been achieved for simple planar bilayer organic 
devices, and we believe that substantial improvements can 
be realized by developing nanostructured surfaces.  
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Introduction 

Transparent conducting oxides (TCOs) are used 
extensively for a variety of applications including 
architectural windows, flat-panel displays, thin-film 
photovoltaics, smart windows, and polymer-based 
electronics.  Some of these applications constitute a very 
large market, indicating that TCOs are of great 
commercial importance.  The work on TCO 
semiconductors such as tin oxide (SnO2), cadmium oxide 
(CdO), and cadmium stannate (Cd2SnO4) has been of 
great technological interest due to their high quality of 
electrical and optical properties.  Owing to their 
durability, conductive SnO2 films on glass substrates are 
used extensively for low-E glass windows for energy 
conservation and thin-film photovoltaic solar cells. CdO 
thin film (polycrystalline) is not a popular TCO material 
due to its narrow optical bandgap.  However, it has 
demonstrated unusually high electron mobility that is 5-10 
times higher than commercially available TCOs.  Thin 
films of Cd2SnO4 combine the characteristics of SnO2 and 
CdO are known to have high electron mobility, high 
electrical conductivity, and low visible absorption, which 
makes them suitable for a wide range of applications. 
Cd2SnO4 is an n-type semiconductor with either 
orthorhombic or spinel crystal structures.   

Chemical-vapor deposition (CVD) is a thin-film 
formation technique that is easy to scale up and is widely 
used by industry.  In this report, we will first discuss the 
properties of CVD-formed SnO2 and CdO thin films and 
their composite CdySnxO2x+y.  We will then compare the 
electronic and optical properties of CdySnxO2x+y to those 
of SnO2 and CdO.   

 
CVD-Formed SnO2 Thin Films 

Commercially available SnO2 thin films typically are 
deposited by atmospheric pressure, chemical-vapor 
deposition (APCVD) using tintetrachloride (TTC).  
Researchers have demonstrated those higher-quality film 
results when TTC is replaced with tetramethyltin (TMT).  
However, due to the greater toxicity and cost of TMT 
compared to TTC, relatively few detailed studies have 
been performed on the properties of TMT-produced films.  
We treat the issue of toxicity very carefully.  The 
deposition system used for this study is in a vented 
enclosure that is maintained at a negative pressure to 
minimize any impact due to accidental leakage.  To ensure 
that toxic materials are not exhausted during operation, an 
effluent treatment system using a pyrolyzer and water 
scrubber is incorporated into the system.   

We have studied the intrinsic and fluorine-doped 
SnO2 films using low-pressure, chemical-vapor deposition 
(LPCVD) with TMT, oxygen, and bromotrifluoromethane 
(CBrF3) as precursor.  The TMT chemistry, combined 
with the LPCVD process, produces film properties that 
are easily controlled and reproduced.  The SnO2 films 
formed with TMT also demonstrate higher transparency 
and higher conductivity compared to that commercially 
available films produced using TTC.   

The temperature window for SnO2 film growth is 
between 500° and 700°C.  The film structure and the 
morphology are affected slightly with growth temperature.  
X-ray diffraction (XRD) analysis reveals that the film is 
well crystallized at 500°C.  Intrinsic SnO2 films are 
randomly oriented, whereas F-doped films exhibit a strong 
(200) preferred orientation.  As growth temperature 
increases, atomic force microscopy and transmission 
electron microscopy analyses show that the crystallization 
and grain size increase.  Thus, the intensity of the XRD 
spectrum and the surface roughness increase.  

SnO2 with a tetragonal structure is naturally a weak n-
type semiconductor due to a deviation from stoichiometry.  
Further n-type doping can be achieved using antimony, 
chlorine, and fluorine (F).  We investigated F-doped SnO2 
films. Due to the high volatility of the CBrF3 precursor, 
the F-doping efficiency is strongly dependent on the 
substrate temperature and reaction chamber pressure.  
Secondary-ion mass spectrometry (SIMS) analysis has 
revealed that the F-doping level depends logarithmically 
on the CBrF3 partial pressure and the electronic 
concentration depends logarithmically on the F-doping 
level.  Hall measurements show that without F-doping, the 
film resistivity is ~1 Ω-cm.  With F-doping, the film 
resistivity is ~5x10-4 Ω-cm.  F doping not only increases 
the carrier concentration, but also increases the electron 
mobility (µ) of the film.  This observation is contrary to 
what is expected from ionized impurity scattering.  For 
undoped SnO2 films, the µ is ~1 cm2V-1s-1 and electron 
concentration is in the low-1018 cm-3 range.  Assuming 
oxygen vacancies (VO

2-) are dominant donors in undoped 
SnO2, and each VO

2- contributes two electrons to SnO2, for 
a carrier concentration of low 1018 cm-3, the VO

2- 
concentration should be about high-1017 cm-3.  For F-
doped SnO2 films, the electron concentration increases to 
mid-1020 cm-3, which indicates the F+ ion concentration 
should also be mid-1020 cm-3.  Although the ion 
concentration increases significantly for F doping, the µ 
does not decrease, but increases from ~1 cm2V-1s-1 to 40 
cm2V-1s-1.  This observation indicates that the ion 
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scattering is not a dominant scattering mechanism for 
SnO2:F film.   

The optical properties of doped and undoped SnO2 
films were also compared.  Generally, for SnO2 films that 
are ~1 µm thick, the average transmission is >80% in the 
visible spectral range.  Spectrophotometric analysis also 
shows that F-doped films have higher absorption than the 
undoped films.  For undoped SnO2 films, the optical 
absorption (average between 500 and 900nm) is ~600 cm-

1 compared to ~1200 cm-1 for F-doped film.   
 

CVD-Formed CdO Thin Films 
Among the various TCO thin films, cadmium oxide 

(CdO) has received perhaps the least attention.  Reasons 
for this most likely include the toxicity of Cd and the 
relatively narrow bandgap of CdO.  CdO is an n-type 
semiconductor with a bandgap of 2.28 eV, which is 
smaller than both SnO2 (3.6 eV) and indium tin oxide 
(ITO) (3.6 eV), the two most widely used TCOs.  CdO 
thin films have been deposited using reactive sputtering, 
spray pyrolysis, and activated reactive evaporation.  Our 
group is the first to report depositing CdO thin films by 
MOCVD.   

We found that, due to the nature of the 
dimethylcadmium (DMC) precursor, CdO film properties 
are very sensitive to the deposition temperature within the 
range of 100°-450°C.  CdO films have a cubic structure.  
At growth temperature below 250°C, the films are weakly 
crystallized, with grains randomly oriented on the glass 
substrate.  At temperatures above 300°C, the CdO films 
are strongly crystallized, with a preferred (200) 
orientation.  At deposition temperatures above 400°C, the 
TEM images show that CdO films have a nearly perfect 
intragrain structure.   

Without doping, the CdO can be a very strong n-type 
semiconductor and its carrier concentration will be very 
sensitive to temperature.  At a substrate temperature of 
100°C, the film carrier concentration reaches 1.9x1021 cm-

3.  As temperature increases, the carrier concentration 
decreases but the electron mobility increases from ~1 to 
220 cm2V-1s-1.  With the high intragrain crystal quality we 
have achieved, the extremely high electronic properties of 
CdO thin films have been demonstrated.  The Hall 
mobility observed on CdO films deposited at substrate 
temperature 450°C is substantially greater than the values 
reported for films formed by other techniques and even 
for bulk material.  For example, the highest Hall mobility 
previously reported is 135 cm2V-1s-1 for films made by 

activated reactive evaporation.  Values reported for spray 
pyrolysis and dc-reactive sputtering are ~70 cm2V-1 s-1 and 
100 cm2V-1 s-1, respectively.   

In the visible-wavelength range, CdO film has a lower 
transmission than SnO2.  The CdO films appear light 
yellow due to its narrow optical bandgap.  However, the 
small effective mass of CdO produces a large Burstein-
Moss shift.  Thus, as the carrier concentration increases, 
we have observed that the bandgap of CdO increases from 
2.3 eV to 3.3 eV. 

 
CVD-Formed CdSnOx Thin Films 

The cadmium tin oxide compound generally has two 
forms: CdSnO3 and Cd2SnO4.  CdSnO3 has  orthorhombic 
and rhombohedral structures; Cd2SnO4 has orthorhombic 
and cubic spinel structures.  Cd2SnO4 film with the spinel 
structure is one of the more promising new TCO 
compounds because of higher mobility and low visible 
absorption.  Most Cd2SnO4 thin films are made by 
sputtering, but some are made by spray pyrolysis.  To our 
knowledge, Cd2SnO4 films have not yet been made by 
CVD. 

We have produced the CdySnxO2x+y by combining our 
SnO2 and CdO CVD procedures.  X-ray photoemission 
spectroscopy analyses indicate that the compositions of 
CdySnxO2x+y films formed in this study encompass a wide 
compositional range from CdO- to SnO2-like materials.  
As a result, the crystal structure of cubic (CdO-like), cubic 
spinel (Cd2SnO4-like), and tetragonal (SnO2-like) 
structures have been observed by XRD.  The carrier 
concentration of the films also varies with composition 
from mid 1020 cm-3 to a high of 1017 cm-3.  As the carrier 
concentration decreases, the Hall mobility increases from 
less than 1 cm2V-1s-1 to ~60 cm2V-1s-1.  Even the highest 
mobility data obtained from CdySnxO2x+y is lower than 
those from CdO are, but higher than those from SnO2.  
Spectrophotometric analysis indicates that the optical 
bandgap increases from 2.75 eV (CdO-like) to 3.65 eV 
(SnO2-like) due to the changes of composition and carrier 
concentration.  The wide variation in both optical and 
electronic properties may offer composite CdySnxO2x+y 
films a wide range of applications.  Also, this direct 
information on the CdO-Cd2SnO4-SnO2 phase formation 
and resultant electro-optical properties may lead to an 
increased understanding of both the materials systems, 
and provide guidance toward the fabrication of large-area, 
single-phase Cd2SnO4 by CVD.  
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ABSTRACT 

Several investigators have attempted to eliminate the CdS 
window layer commonly used in CdTe, CuInxGa1-xSe2, and 
related solar cells, or to reduce its thickness to very nearly 
zero.  The motivation has been to increase photocurrent, and 
in some cases, to eliminate the use of cadmium.  There has 
been considerable progress with non-CdS cells, but to 
varying degrees, there have been associated issues with 
reduced voltage and other cell properties.  This paper 
compares and quantifies the differences between CdS and 
non-CdS cells seen in selected studies.   

 
1. Introduction 

CdS is used in most CuInxGa1-xSe2 (CIGS)- and CdTe-
based thin-film solar cell fabrication.  Cells with a CdS 
layer in general have respectable efficiency, including 
relatively large open circuit voltage (Voc).  A shortcoming 
of such devices is that CdS, with a band-gap energy (Eg) ∼  
2.4 eV, has a high absorption coefficient for photons with 
wavelengths less than ∼  520 nm.  Carriers generated in the 
CdS are generally lost and do not contribute to the overall 
current, because of a high defect concentration both in the 
CdS and at the window-absorber interface.  Consequently, 
the presence of a CdS layer in a device limits the short-
circuit current density (Jsc).  To avoid such losses, numerous 
attempts to eliminate or reduce the CdS have been made.  In 
this paper, we evaluate some of these efforts using current 
density vs. voltage (JV) and quantum efficiency (QE) 
characteristics of the devices made by collaborating 
laboratories. 
 
2. CIGS-Based Devices 

2.1. ZnS/CIGS. One material that has been successfully 
substituted for CdS is ZnS.  ZnS has Eg ∼  3.8 eV, and hence 
should be transparent at wavelengths above ∼  330 nm.  
Consequently, short-wavelength current losses in ZnS/CIGS 
should be small. 

Fig. 1 compares the JV and QE of the CIGS-based record 
solar cell (efficiency 18.8 %) made at the National 
Renewable Energy Laboratory (NREL) [1], which has a 
CdS layer, with an 18.1 % cell made at Aoyama Gakuin 
University (AGU).  The latter has ZnS [2] instead of CdS.  
As can be seen from the QE graph, the loss in the short-
wavelength spectral response is significant in the CdS/CIGS 
cell, but much less in the ZnS/CIGS cell.  The difference in 
Jsc is 3.1 mA/cm2.  Also shown in the QE graph is that the 
band gap of the NREL absorber is less than that of the AGU 
absorber: 1.12 eV vs. 1.19 eV.  

The similar appearance of the JV curves is misleading, 
because the band-gap difference of the two cells, the 
superior current of the ZnS cell, and the superior  voltage  of  
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Fig. 1.  JV and QE characteristics of high efficiency 
CIGS-based solar cells. 

 
the CdS cell relative to the band gap, very nearly cancel 
each other.  Physically, the low ZnS absorption increases 
photocurrent, but the ZnS/CIGS junction results in greater 
recombination current and hence lower voltage relative to 
the band gap [3].  The near trade-off in efficiency, however, 
is clear progress compared to previous attempts. 

 
2.2. Cd-Enriched CIGS Surface.  Another possible 

alternative to CdS, as shown by colleagues at NREL, is to 
dope the CIGS surface with Cd without adding a potentially 
absorbing layer [4,5].  Two types of devices were prepared 
at NREL: one with a CdS/CIGS diode structure and one 
CIGS film dipped into a partial electrolyte of Cd (Cd PE 
process).  ZnO was used as a transparent conductive oxide 
(TCO) for both types of cells. 

Fig. 2 compares the JV and internal QE characteristics of 
two of these cells. As seen in the internal QE graph, 
replacing the CdS layer with the Cd PE treatment of the 
CIGS film leads to an improvement in the “blue” response, 
which results in a 1.1 mA/cm2 increase in Jsc.  However, as 
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seen from the JV graph, “Cd PE” devices had a lower Voc 
(and also more shunting) than CdS/CIGS devices.  The 
trade-off here is similar to that of the ZnS vs. CdS devices. 
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Fig. 2.  JV and QE characteristics of CdS/CIGS vs. CIGS 
with Cd PE treatment devices. 

 
3. CdTe-Based Devices 

CdS is also commonly used in CdTe-based cells, and has 
the same problem as CIGS devices regarding Jsc losses.  Fig. 
3 depicts JV and QE characteristics of three devices: a 
former record 15.8 % cell made at the University of South 
Florida (USF) [6], a 14.8 % cell made at Golden Photon Inc. 
(GPI) [7], and a recent NREL 15.8 % cell [8].  All three 
devices have similar JV characteristics, though the GPI 
device has a slightly lower Voc.  

Both the USF and NREL cells use thin CdS layers and 
have respectable QE at short wavelengths.  In fact, the CdS 
thickness following CdTe deposition is typically reduced by 
interdiffusion of S and Te.  The GPI cell has taken this 
process a step further by using so little CdS that it is 
effectively subsumed by the CdTe layer.  As with the CIGS 
cells, there is a reduced-voltage tradeoff.  Data to be 
published suggest that the present record CdTe cell has used 
sufficiently thin CdS that its thickness in the completed cell 
is also near zero [9]. 
 
4. Conclusions 

Three different strategies have been used to effectively 
eliminate short-wavelength QE losses in CIGS and CdTe 
cells without major compromise elsewhere:  (1) use  of  ZnS  
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Fig. 3.  CdTe solar cells with different thicknesses of CdS. 

 
instead of CdS with CIGS, (2) Cd doping of CIGS without 
forming an actual layer, and (3) adjustment of CdS 
thickness so it is reduced to near zero by intermixing with 
CdTe.  Hence, the evidence is strong that the presence of a 
CdS layer in CIGS and CdTe cells is not essential. 
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ABSTRACT 

 
 An integrated bulk materials synthesis, thin-film, 
and characterization of known and new transparent 
conductors is in progress.  A study of the optical gap and 
thermopower in the Cd1+xIn2-2xSnxO4 solid solution reveals a 
change from normal to inverse spinel for x = 0 ! 1 which 
gives rise to a marked decrease in the fundamental gap; 
different behavior than in corresponding films.  Pulsed laser 
deposition growth of epitaxial Cd0.975Sn0.025O films on MgO 
(111) possess phenomenal electron transport properties; σmax 
= 42,000 S/cm and µ = 608 cm2/V·s.  Homogeneously doped 
Cd0.95In0.05O films grown on float glass exhibiting σmax = 
16,000 S/cm and µ = 70 cm2/V·s  with a broader 
transparency window than ITO were grown by metal-
organic chemical vapor deposition.  A new low temperature 
hydrothermal synthetic technique has been successfully 
applied to delafossite materials including CuAlO2. Samples 
of p-type CuAlO2 prepared by this method have 
conductivities 3 orders of magnitude greater than those 
prepared by conventional high-temperature solid-state 
techniques. 
 
1.  Introduction  
 Substances exhibiting high electrical conductivity, 
optical transparency, and which can be grown efficiently as 
thin films are critical for next generation photo-voltaics, 
energy-efficient windows, flat panel displays, organic-
LEDs, and many other opto-electronic applications1.  
Transparent conductors such as ITO and F-doped SnO2 have 
been used and studied extensively but are insufficient for 
many future applications1.  The best p-type materials have 
much poorer properties than their n-type analogues2,3.  The 
development of industrially useful p-type materials would 
allow flexibility in device structure design and provide 
opportunities for new technologies.  Thus a fundamental 
understanding of the way crystal and electronic structure, 
film microstructure, and doping level affect TCO carrier 
mobilities and optical transparencies is needed as a guide to 
discovering new materials.  To this end a collaborative bulk 
and thin film effort has commenced and the results thus far 
are summarized below. 
 
2.  Hydrothermal synthesis of p-type delafossites4,5 
The first single-step hydrothermal synthesis route for p-type 
TCO copper delafossites, including CuAlO2 and CuGaO2 
has been demonstrated. The complete CuAl1-xGaxO2 solid 
solution series, which is not accessible by any other known 
method, has also been achieved.  The resulting powders 
exhibit superior conductivity and thermal stability to 
conventionally prepared materials, with significant oxygen 
intercalation into the structure, as evidenced by TGA and X-
ray diffraction Rietveld analysis (corresponding to hole  
 

 
 
concentrations as high as 0.24 per Cu). The universality of  
this synthetic route can be demonstrated in that samples of 
CuFeO2 and CuLaO2 have also been prepared. 
 

   
 
Figure 1.  SEM image of hydrothermally grown 
polycrystalline CuAlO2.  
 
3.  The Cd1+xIn2-2xSnxO4 solid solution6 
The bulk subsolidus phase relations were determined in the 
system CdO-In2O3-SnO2 at 1175°C.  Among others, a spinel 
solution Cd1+xIn2-2xSnxO4 (0<x<0.75) was discovered.  The 
cation distribution in the spinel solution evolves from 
primarily normal CdIn2O4 to inverse Cd2SnO4 as two 
octahedral In+3 cations are replaced by one Cd+2 and one 
Sn+4 cation.  The solution terminates near x=0.75, perhaps 
because there is no longer sufficient octahedral In+3 present 
to reduce short-range order effects between Cd+2 and Sn+4.  
The electrical and optical properties of the spinel solution 
were investigated in bulk and thin-films.  The optical gaps in 
thin films increase from 3.5 eV for 0<x<0.2 to 3.7 eV for 
0.2<x<0.70 while bulk specimens show a decrease from 3.0 
eV for 0<x<0.2 to 2.8 eV for 0.2<x<0.70.  The optical gap 
decrease with increasing x in bulk specimens of the spinel 
solution stems from the decrease in the fundamental band 
gap related to a change in the cation distribution between 
normal CdIn2O4 and inverse Cd2SnO4.  The optical gap 
increase with increasing x, as observed in thin-film spinel 
specimens, stems from an increase in Burstein-Moss shift 
with increasing x that offsets the drop in fundamental band 
gap with increasing x.  Since the fundamental band gap can 
be tuned in the spinel by changing composition or synthesis 
temperature, an additional degree of freedom useful in 
tuning the optical window is gained. 
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Figure 2.  Qualitative schematic of the change in conduction 
band curvature, level of degeneracy, and fundamental band 
gap along the solution Cd1+xIn2-2xSnxO4 in bulk and thin film 
specimens. (∆Eog= difference in optical gap, ∆Efg = 
difference in fundamental band gap). 
 
4.  MOCVD of Cd1-xInxO films on float glass7 
Cd1-xInxO films having a simple cubic crystal structure have 
been grown by a straightforward metal-organic chemical 
vapor deposition process utilizing a simple Cd-coordination 
complex, Cd(hfa)2(TMEDA), and In(dpm)3 as precursors.  
The carrier concentration of the films increases with the 
increased doping, which results in increased electrical 
conductivity and bandgap energy due to the Burstien-Moss 
Shift.  The x = 0.05 film conductivity of 17,000 S/cm, 
carrier mobility of 70 cm2/Vs, and visible region optical 
transparency window considerably exceed the 
corresponding parameters for commercial indium-tin oxide 
(ITO).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. (a)  Plot of electrical conductivity (σ), (b) carrier 
concentration (n), (c) and carrier mobility (µ), as a function 
of In doping content (x) for a series of InxCd1-xO films.  (d) 
Electrical conductivity (σ) as a function of temperature. 
 
5.  PLD of epitaxial CdO on MgO(111)8 
Epitaxial growth of Cd1-xSnxO thin films can be achieved on 
MgO (111) utilizing pulsed laser deposition. The carrier 
concentration of the films increases with the increase of 
doping, which results in increased electrical conductivity 

and bandgap energy. A maximum conductivity of 42,000 
S/cm with a maximum mobility of 609 cm2/V⋅s is achieved 
when the epitaxial film is doped with 2.5% Sn. Above this 
optimum doping concentration, crystalline defects start to 
deteriorate the film electrical properties. Carrier 
concentrations are found to be essentially independent of the 
Hall measurement temperature, while mobilities and 
conductivities initially increase with decreased temperatures.  
Both grain boundary scattering and ionized impurity 
scattering influence the mobility behavior for these Cd1-

xInxO films. 

0 2 4 6 8 10 12
100

101

102

103

104

105

 σ

C
on

du
ct

iv
ity

 (S
/c

m
)

% Sn

101

102

103

104

105

106

H
al

l M
ob

ilit
y 

(c
m

2 /V
 s

)

 µ

1018

1019

1020

1021

1022

1023

 n

C
ar

rie
r C

on
ce

nt
ra

tio
n 

(c
m

-3
 ) 

 
Figure 4.  Relationship between Sn doping and electrical 
properties of CdO thin films: conductivity (■ ), Hall mobility 
(▲) and carrier concentration (● ). 
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ABSTRACT 
 
This paper describes the objectives and scope of 
the work to be carried out by Spectrolab under 
the High Performance PV Initiative (HiPer PV) 
of NREL. The work scope involves development 
of a low-cost, high-efficiency terrestrial solar cell 
and a receiver module design.  
 
Introduction  
    Due to their high costs, III-V photovoltaic 
cells must be used in a concentrator system to 
enable commercially feasible terrestrial power 
generation, with sufficiently low $/watt. In a 
concentrator system, ultra-high efficiency solar 
cells enable greater electric power generation 
capacity for a given concentrator size, thus 
reducing the cost per watt of all system 
components from the cell, to the concentrating 
collector, to the support structures and other 
balance-of-system costs. The higher the 
concentration ratio becomes, the less the solar 
cell cost becomes as part of the overall system 
cost. The major hurdle in achieving high 
concentration, however, is the thermal and 
thermo-mechanical issues associated with high 
solar flux and high temperature. PV receivers 
must be designed to enable efficient thermal 
management of the solar cells, while utilizing 
compatible materials and processes to lower the 
thermal expansion mismatch stresses.  
 
   The contract between Spectrolab and NREL 
under the HiPer PV initiative aims at addressing 
the challenges associated with both ultra-high 
efficiency cells and receiver designs. The 
duration of the contract is two years. As the 
contract has just started, this paper will focus 
more on the objectives and scope of the work to 
be performed, and less on specific results. 
 
Objectives 
The goal of this contract is to develop a low-cost, 
high-efficiency concentrator cell and module. 
Specific objectives are: 
 
1. Design and fabricate high-efficiency (30-

35%), high-reliability concentrator cells;   

2. Demonstrate new ultra-high-efficiency 
(capable of 35-40% efficiency) concentrator 
cell approaches; 

3. Reduce the cost of manufacturing solar 
cells, particularly Ge substrate cost; 

4. Deliver 100 concentrator solar cells for 
Entech; 

5. Design and fabricate a reliable receiver 
package that has an efficient thermal 
management capability. 

 
Work Scope 
    This section gives more details on the 
previously mentioned objectives. It highlights 
why and how each objective is going to be 
carried out.  
 
High-Efficiency, High-Reliability 3J Solar Cells 
    This work will develop near-term 
improvements to monolithic 3-junction (3J) 
GaInP/GaAs/Ge concentrator cells 1-3, to increase 
their efficiency and robustness under high 
concentraton levels.  Cell structures that have 
been shown to yield higher photogenerated 
current density and voltage in 3J solar cells for 
space will be adapted to the different spectra and 
incident intensity conditions for terrestrial 
concentrator cell operation.  Concentrator cells 
handle very large currents and current densities, 
requiring contact resistance to be in the 10-4-10-3 
range, and preferably lower. Further, the 
presence of any metal path in the semiconductor 
can cause the cell to be shunted, leading to the 
loss of a significant portion of the module output 
power. Robust solar cell metallization structures 
can eliminate the need for 100% cell shunting 
tests. Spectrolab is conducting a set of 
experiments with different metallization 
structures to determine the best scheme to use 
from both aspects of (i) robustness to shunting 
effects, and (ii) contact resistance. 
 
Ultra-High Efficiency Solar Cell 
    The goal of this area of research is to extend 
the efficiency of multijunction (MJ) concentrator 
cells above the present record efficiencies of 
34% for Spectrolab triple-junction cells 4 (NREL 
confirmed, AM1.5G, 130-630 suns, 25°C), 
potentially to efficiencies approaching 40%.  
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This work will explore novel monolithic cell 
designs such as metamorphic 3-junction 
GaInP/GaInAs/Ge cells and 4-junction 
GaInP/GaAs/GaInNAs/Ge cells.  This research 
will also demonstrate very-high efficiency MJ 
cell approaches that require longer term 
development but are capable of efficiencies 
approaching 40%, that integrate cells from more 
than one type of substrate, such as 3-junction 
GaInP/GaAs/Si concentrator cells.   
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  Schematic diagram of a 3-junction cell 
composed of a GaInP/GaAs 2-junction cell 
integrated with a silicon solar cell.   
 
Low Cost Terrestrial Solar Cell 
     A typical cost split for III-V solar cells is one-
third wafer cost, one-third epitaxial growth, and 
one-third cell fabrication.  Epitaxial growth and 
cell fabrication are amenable to cost reductions 
through manufacturing improvements and 
increased volume, but reducing the portion due 
to wafer cost while retaining high-efficiency 
requires a focused research collaboration 
between solar cell manufacturers and wafer 
vendors.   
   
Delivery of 100 Concentrator Cells for Entech 
     Entech is under contract with NREL under 
the same HiPer PV initiative to demonstrate a 
near-term 440-sun module using fresnel lenses. 
Entech is interested in using Spectrolab’s high 
efficiency III-V cells for their module. Pending 
successful demonstration of new metallization 
structures, Spectrolab will fabricate and test 100 
cells and deliver them to Entech. The major issue 
with the Entech module from the cell perspective 
comes from the fact that the cell will be subject 
to a highly non-uniform illumination. The impact 
of this on the performance and long-term 
reliability of solar cells will be studied.   
 
Receiver Design 
    The PV receiver design plays a key role in 
determining the maximum concentration level 

than can be supported and hence the overall $/W 
of any given system. The key challenge in 
designing a receiver is the material selection 
tradeoff involving thermal dissipation ability (i.e. 
thermal conductivity), compatibility (i.e. 
coefficient of thermal expansion, CTE), and cost. 
Most metals, for example, are good thermal 
conductors but their CTE is much higher than 
that of germanium or silicon. The large 
expansion mismatch could result in failure of 
solder connections between the cell and the heat 
sink, if soldered directly to each other.  If we 
were to use thermal adhesives to bond the cell to 
the heat sink to absorb the large expansion 
mismatch between the two, the cell temperature 
goes up. By using composites of high thermal 
conductivity and matched CTE, e.g. aluminum 
nitride, the cost of the receiver goes up.   
 
    Another issue associated with the receiver 
design is making the electrical connections 
between the cells. It is important to select an 
interconnection method that is reliable and can 
be easily automated for cost reduction. The 
interconnection method must allow for either 
series or parallel connection, and be such that if a 
cell is lost (due to shunting or for whatever 
reason), a minimal loss of output power occurs. 
 
Project Status 
    Development of highly robust metallization 
structures for concentrator solar cells have been 
an area of intense focus in the early stages of the 
program.  Currently 4 main groups of cells have 
been fabricated, with one group having standard 
metallization, and the other three implementing a 
diffusion barrier between the metal and the 
semiconductor to eliminate cell shunting.   
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ABSTRACT

Temperature-dependent lifetime measurements can
further characterize trapping and recombination mechanisms
beyond a room-temperature-only measurement.  The
reduced bandgap material produced by adding N to GaAs is
a potentially useful absorber layer in multi-junction
photovoltaic devices. Lifetime measurements have been
performed on a GaN0.025As/GaAs double heterostructure
sample grown by metal-organic chemical vapor deposition.
The lifetime is calculated from the photoconductive decay
signal that is obtained using the resonant-coupled
photoconductive decay measurement technique.  Decay
curves are recorded from approximately 77 K to room
temperature, and an optical pulse of 1100 nm in wavelength
excites carriers in the sample.  The decay times are shown to
vary from 50 µs at low temperature to 0.06 µs at higher
temperatures.  An Arrhenius plot of the data produces an
activation energy of 0.14 eV and an apparent capture cross
section of 4x10-14 cm2.  These results are compared to
optical deep-level transient spectroscopy data recorded from
similar samples, where electron traps having activation
energies from 0.13 to 0.17 eV were observed.

1.  Introduction
The efficiency of multi-junction solar cells depends on

the number of junctions and how well each captures its
designed portion of the solar spectrum.  In a four-junction
design, an ideal air mass zero efficiency of 41% requires a
near-1eV bandgap material that can be grown lattice-
matched between Ge and GaAs [1].  The alloy GaAs1-xNx
can be grown epitaxially in this configuration, and for x
values of 2 to 3%, the bandgap is reduced to near 1 eV [2].
Characterization of the electrical properties of this layer is
therefore important for understanding the resulting solar
cell’s performance.

2.  Experiment
The minority-carrier lifetime can be an important

indication of material quality.  It gives a measure of the rate
of recombination that may take place in the solar cell, thus
limiting its efficiency.  However, the experimentally-
measured lifetime may not be a true measure of the recom-
bination rate if carriers are trapped before recombination.
By measuring the emission rate of carriers from these
defects as a function of temperature, we can calculate the

trap’s energy level within the bandgap.  We measure the
minority-carrier lifetime by using a contactless,
photoconductive decay technique called resonant-coupled
photoconductive decay (RCPCD) [3].  By assuming that the
recombination event occurs quickly compared to the time
the carrier is trapped, we can estimate the emission rate as
the inverse of the measured photoconductive decay lifetime.
Excess carriers are created by a pulsed laser with a
wavelength of 1100 nm.

Another measurement technique for characterizing trap
levels within the bandgap is deep-level transient
spectroscopy (DLTS).  We use a DLTS apparatus from Sula
Technologies [4] that is based on the principles from Lang
[5].

The samples were produced by growing epitaxial layers
of GaAs1-xNx ~1µm thick on a GaAs substrate using metal-
organic chemical vapor deposition (MOCVD).  Dimethyl-
hydrazine is used as the nitrogen source, and the nitrogen
content is approximately 2 to 3%.

3.  Data and Analysis
Figure 1 shows the photoconductive decay curves as a

function of temperature.  The low-injection lifetime is
approximately 50 µs at low temperatures.  Between the tem-

Fig 1.  Temperature-dependent RCPCD signal for sample
grown on semi-insulating substrate.
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perature of 119 and 159 K, the lifetime quickly decreases to
0.06 µs.  These lifetime values are then plotted on an
Arrhenius plot as shown in Figure 2.  Here, the activation
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Fig 2.  Arrhenius plot of temperature-dependent RCPCD
data for sample grown on semi-insulating substrate.

energy of the trap level is extracted from the linear fit to the
data and gives an apparent activation energy of 0.14 eV.
The apparent cross section of the trap is calculated from the
y-axis intercept and is 4x10-14 cm2.

For DLTS measurement, samples were grown on
conducting substrates.  Two samples were measured, both
containing ~2 to 3% N (MD317 and MD319).  Sample
MD319 additionally had ~2% In added for better lattice
matching to the GaAs substrate.  Optical-DLTS data was
taken using a Xe flash lamp to create excess free carriers.
Capacitance-voltage measurements on the samples were
used to obtain the doping concentration of the DLTS
samples.  Each sample was doped p-type with a density of
~2x1017 cm-3 and had a built-in voltage of 0.8 V.  The DLTS
data showed positive peaks corresponding to a net minority-
carrier trapping, or electron trapping.  For both samples, trap
levels are seen with energy levels that closely correspond to
that found from the lifetime measurement.  See the
Arrhenius plots of Figures 3 and 4.  The activation energies
ranged from 0.13 to 0.17 eV.  The cross sections ranged
from 5.9x10-18 to 1.6x10-16 cm2.  Using the doping and peak
values from the DLTS data, trap densities were calculated
between 4.1x1013 and 1.4x1015 cm-3.

4.  Summary
Temperature-dependent lifetime data and optical-DLTS

data both showed similar activation energy levels (~0.14
eV) for traps within the bandgap of similar GaAs0.975N0.025
epitaxial MOCVD samples.
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Fig 3.  Arrhenius plot of ODLTS data for sample MD317
(GaAs0.975N0.025).
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Fig 4. Arrhenius plot of ODLTS data for sample MD319
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ABSTRACT 
 

Hydrazine, NF3, dimethylhydrazine, trimethylgallium, 
and triethylgallium are studied for the growth of GaAs1-xNx 
by metal-organic chemical-vapor deposition (MOCVD).  
NF3 is shown to incorporate nitrogen very much like 
hydrazine, both of which are more efficient nitrogen sources 
than di-methylhydrazine.  The choice of gallium precursor 
(triethyl-gallium or trimethylgallium) also affects the 
nitrogen incor-poration.  The growth rate of the GaAsN is 
decreased at low temperatures when trimethylgallium is 
used and at high temperatures when NF3 is used.  The 
carbon and hydrogen impurity levels are relatively 
unaffected by changing nitro-gen precursors, but the use of 
triethylgallium decreases the carbon contamination.  These 
lower carbon levels are not correlated with a significant 
change in the background hole concentration except for x < 
0.2%.  The photoluminescence and Hall data for as-grown 
GaAsN are also unaffected by the choice of nitrogen 
precursor. 

 
1.  Introduction 

Nitrogen-containing III-V alloys have attracted recent 
attention because a very small amount of nitrogen can lower 
the alloy’s bandgap dramatically [1].  The growth of high-
quality (lattice-matched), low-bandgap alloys on GaAs is 
beneficial for long-wavelength lasers [1] and for multi-
junction solar cells [2,3].  However, GaAsN and GaInAsN 
are reported to have poor optoelectronic properties, an es-
pecially serious problem for solar cells [2,3].  Although the 
exact origin of the poor material quality is unknown, it is 
possible that carbon and hydrogen impurities degrade 
GaAsN material [4,5]. 

The growth of high-purity GaAsN by MOCVD might be 
achieved if appropriate precursors and growth conditions 
could be identified.  The most common N source for 
MOCVD-grown GaAsN is unsymmetric dimethylhydrazine 
(DMH), which contains both hydrogen and carbon.  NF3 
contains neither hydrogen nor carbon and might also 
provide an advantage because of improved N-incorporation 
efficiency, source cleanliness, or hazard reduction. 

This paper compares the incorporation of nitrogen using a 
variety of precursors.  These results are presented in more 
detail elsewhere [6,7]. 
 
2.  Experimental Method 

The GaAsN epilayers were grown by atmospheric-pres-
sure MOCVD on GaAs substrates.  Arsine, TMGa, TEGa, 
trimethylindium, DMH, hydrazine, and NF3 were used in a 
hydrogen carrier.   

The rocking-mode, X-ray diffraction measurements used 
the (400) GaAs reflection of Cu radiation.  The ∆θ values 
are the difference between the Bragg angle of the GaAs 
substrate and that of the epilayer.  The nitrogen content of 

GaAs1-xNx was estimated from x = 2 X 10-5 ∆θ(arc sec), 
which assumes that the epilayers are coherently strained [8].  
Data supporting the validity of this assumption are 
presented below, and even if there is some relaxation, the 
primary conclusions would not change.  The experimental 
techniques are described in detail elsewhere [6,7]. 
 
3.  Results 

The addition of nitrogen to GaAs is known to reduce both 
the bandgap and the lattice constant [6,7].  The 
incorporation efficiency of nitrogen in GaAs by MOCVD is 
low.  However, nitrogen incorporates much more efficiently 
from NF3 than from DMH, as seen in Fig. 1.  Hydrazine 
showed much higher incorporation than DMH [8], but 
appears very similar to NF3.  The almost vertical line at the 
left side of Fig. 1 shows the data expected if the N/As ratio 
in the film were the same as in the gas phase, demonstrating 
how inefficient the incorporation is for all of the sources.   
 

1400

1200

1000

800

600

400

200

0

∆θ
 (a

rc
 s

ec
)

1.00.80.60.40.20.0

Gas-phase N/(N+As)

3.0

2.5

2.0

1.5

1.0

0.5

0.0

Solid-phase N
/(N

+As) (%
) 

 NF3
 Hydrazine
 DMH

(a)

 
 
Fig. 1.  The incorporation of nitrogen relative to the gas-phase group V 
concentration by varying the nitrogen.  The bold (almost vertical) line at 
the left shows the relationship of solid-state N/V = gas-phase N/V.  These 
runs used a constant growth temperature of 550°C and TMGa.  
 

For all combinations of precursors shown in Fig. 2, the 
nitrogen incorporation decreased with increasing growth 
temperature.  At 700°C, all the data sets showed negligible 
nitrogen incorporation.  This trend is consistent with other 
reports in the literature [4,9].  The observed growth rate is 
shown as a function of growth temperature in Fig. 3.   

At low growth temperatures, the observed growth rate is 
significantly decreased when TMGa is used.  At high 
growth temperatures, the growth rate decreases when NF3 is 
used, possibly because of the formation of gallium fluorides.  
The hole concentrations are reduced for growth at high 
temperature regardless of N precursor, as seen in Fig. 4.  
Data for GaAs are included for reference.   

Carbon contamination can explain much of the observed 
hole concentration, but not all.  Fig. 5 shows how using 
TEGa reduces [C], but has little effect on the hole 
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concentration.  The reduction is more apparent when NF3 
and TEGa are used together.   
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Fig. 2.  The incorporation of nitrogen as a function of the growth 
temperature for three nitrogen and two gallium precursors.  The growth rate 
was intended to be 4 µm/h.  The samples grown with DMH and TMGa 
used a N/V of 0.9, whereas the DMH and TEGa samples used a N/V of 
0.85. 
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Fig. 3.  The measured growth rate as a function of growth temperature 
(same samples as described by Fig. 2).  The Ga flux was held constant. 
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Fig. 4.  The background hole concentration for GaAsN and GaAs samples.  
The intended growth rate was 4 µm/h.  The samples grown with DMH and 
TMGa used a N/V of 0.9, whereas the DMH and TEGa samples used a 
N/V of 0.85.  The arsine partial pressure was ~0.2 torr.  
 

The use of NF3 does not significantly reduce the hydrogen 
contamination of the GaAsN.  Fig. 6 shows the hydrogen 
concentration as a function of the nitrogen level.  The lack 
of hydrogen in NF3 had led to the hope that the hydrogen 
could be reduced through its use.  The results show that the 
hydrogen is coming from another source, such as the 

hydrogen carrier or the arsine.  A separate growth was 
completed with primarily N2 carrier, but the hydrogen level 
was not reduced, implying that the arsine is the most likely 
source of the hydrogen contamination.   

The minority-carrier lifetimes and majority-carrier 
mobilities were studied [6,7].  The [N] affects the lifetime, 
but the choice of nitrogen precursor does not.  The hole 
mobility is also unaffected by the nitrogen precursor.   
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Fig. 5.  Comparison of the carbon and hole concentrations.  The line 
indicates the equality of the two. 
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Fig. 6.  [H] as a function of [N], both measured by SIMS for a subset of the 
samples described above. 
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ABSTRACT 
 
BGaInAs can potentially be used in strain-free high-

efficiency III-V solar cells, but the growth of sufficiently 
high-quality epitaxial BGaInAs using diborane has proven 
difficult.  We compare the use of alternative boron 
precursors (trimethylboron [TMB], triethylboron [TEB], and 
boron trifluoride [BF3]) with diborane for the MOCVD 
growth of these boron-containing III-V alloys.  We find that 
TMB and BF3 do not result in significant boron 
incorporation into GaAs.  TEB does result in boron 
incorporation in a manner very similar to diborane.  Both 
diborane and TEB incorporate more efficiently using 
triethylgallium (TEG) rather than trimethylgallium (TMG), 
making TEG a preferred source of gallium for BGaAs 
epitaxy. Using TEB together with TEG, a higher boron 
composition (x = 4% – 7% ) has been achieved than has 
been previously reported, but we are still unable to achieve 
high- quality BGaInAs with the correct composition for 
solar cell applications. 

 
1. Introduction 

BxGa1-x-yInyAs lattice-matched to GaAs has been shown 
to be an interesting material for solar cell applications [1,2].  
We have demonstrated zinc-blende alloys of BxGa1-xAs with 
boron concentrations (x) as high as several percent grown 
epitaxially on GaAs by metal-organic chemical-vapor 
deposition (MOCVD) using diborane (B2H6) [1]  It would 
be beneficial, though, to significantly increase the boron 
concentration in a high quality alloy material.  The use of 
diborane for MOCVD growth of BxGa1-xAs and 
BxGa1-x-yInyAs has proven to be less than ideal due to 
parasitic gas-phase reactions,  highly temperature-dependent 
boron incorporation, non-linear boron incorporation, and 
limited boron incorporation before the onset of structural 
breakdown [3].  In this paper, we compare the use of various 
precursors for MOCVD growth of BGaAs [4]. 

 
2. Diborane 

Using a 3% diborane (B2H6) in hydrogen mixture, we 
have achieved boron compositions of up to about x =3% – 
5% in zinc-blende BxGa1-xAs.  An apparent miscibility gap 
seems to drive the degradation of the crystal structure and 
stoichiometry of BxGa1-xAs beyond this point.  Figure 1 
shows the boron incorporation as a function of growth 
temperature (circles show diborane data).  Both the 
incorporation efficiency and maximum achievable 
concentrations before degradation drop off at temperatures 
greater than 600°C.  Using TMG, the incorporation also 
drops off below 550°C; but using TEG, the incorporation 

remains constant to 500°C.  Figure 2 shows the 
incorporation behavior as a function of the B fraction of the 
group III sources grown at temperatures that provide 
maximum incorporation.  An important difference between 
the growth of BGaAs using diborane with TMG and TEG 
has been observed.  The solid incorporation of boron 
increases quadratically with the boron fraction of the group 
III source in the vapor phase when TMG is used, but 
linearly (and with greater efficiency) when TEG is used.  A 
reduction of the growth rate has been shown [3] to be 
correlated to a function of the input gas-phase mole fraction 
of the sources, [B2H6][AsH3]1/3[TMG]-1/2, independent of 
growth temperature over the range of 600° – 700°C.  

 
3. Trimethylboron (TMB) 

TMB is a readily available boron source that has been 
used as a doping source in silicon and diamond growth. We 
used a 15% TMB in hydrogen mixture.  The square data 
points in Figure 1 show the incorporation of boron using 
TMB with TMG and arsine over a range of temperatures.  
Very low boron incorporation (<5x1018 cm-3) was observed 
even when the ratio of TMB to TMG was varied from one 
to 1000.   
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Fig. 1. Boron composition in  BxGa1-xAs as a function of growth 
temperature using a variety of boron and gallium sources.  Boron 
concentrations were determined from X-ray (with error bars) and SIMS 
(no error bars).  Each source combination was taken under constant 
conditions varying only the temperature, but these conditions vary 
between source combinations.  The molar ratio of boron source to 
gallium source is listed in the legend. 
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4. Triethylboron (TEB) 
We have bubbled H2 through a liquid TEB source with 

both TMG and TEG to grow BxGa1-xAs.  The incorporation 
of boron as a function of temperature is shown as triangle 
data points in Figure 1.  The incorporation falls off 
dramatically at temperatures greater than 600°C for both 
TMG (filled points) and TEG (empty points), similar to 
diborane. Using TMG, the incorporation also drops off 
immediately below 600°C; but using TEG, the incorporation 
remains constant to about 550°C.   

Figure 2 compares the TEB data at 600°C with 
diborane.  Surprisingly similar to diborane, the 
incorporation follows a quadratic dependence when using 
TMG, but a linear dependence when using TEG.  Similar 
compositions of boron in BxGa1-xAs (x=3% – 5%) have 
been achieved using TEB and TMG as with diborane.  
Using TEB and TEG with a high arsine/TMG ratio of 263, 
though, at least 40% more B was incorporated into specular 
BxGa1-xAs than has previously been demonstrated using 
diborane. But again, attempts to increase the boron 
compositions beyond this point result in structural and 
stoichiometric breakdown.  The quality (as determined by 
quantum efficiency measurements of cells) of the material 
grown with TEB and TEG, though, was not significantly 
different from that grown with diborane. 

Another similarity between the use of diborane and 
TEB was observed when high arsine and TEB flow rates 
were used together. Although no reduction in the growth 
rate was observed using lower arsine flow rates (V/Ga ratio 
of 26), the actual growth rate of BxGa1-xAs  using higher 
arsine flows (V/Ga ratio of 263) was significantly reduced 
compared to growth without TEB [4].  This  growth rate 
reduction was observed using both TEG and TMG.  These 
results do not quantitatively follow the trends of the growth 

rate reduction using diborane, TMG, and arsine.  In 
particular, the reduction in growth rate using TEB, TEG, 
and arsine increases as a function of temperature over the 
range of 550° – 650°C.  Nevertheless, these data may 
indicate that arsine and TEB react together with TMG or 
TEG in the gas-phase, depleting the Ga source before 
reaching the substrate. 

The similarities between diborane and TEB suggest that 
a common intermediate species (e.g., BHx radicals) may be 
formed in the gas phase by both sources. 

 
5. Boron trifluoride (BF3) 

We also tried using a 10% BF3 in helium mixture for 
growth of BxGa1-xAs.  Figure 1 shows no incorporation of 
boron (less than or equal to the SIMS background of 1x1016 
cm-3) using BF3 over the temperature range of interest for 
MOCVD growth.  Thermodynamic calculations indicate 
that BF3 remains extremely stable to well over 700°C.  
Because growth of BGaAs appears to require low 
temperatures, BF3 does not seem to be an appropriate boron 
source. 

 
6. Summary 

We have studied several boron precursors for BxGa1-xAs 
growth by MOCVD.  Neither BF3 nor TMB result in 
significant incorporation, but diborane and TEB can be used to 
achieve boron compositions (x) up to several percent.  TEG 
has been shown to be a more favorable Ga source than TMG 
in the growth of BxGa1-xAs because of the higher 
incorporation efficiency of boron.  Using TEB together with 
TEG, a higher boron composition (x = 4% – 7% ) has been 
achieved than has been previously reported using diborane, 
but problems of parasitic gas-phase reactions and limited 
maximum boron concentrations still exist with all of the 
sources studied here. 
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ABSTRACT 
 

Quantum dot (QD) solar cells have the potential to 
increase the maximum attainable thermodynamic 
conversion efficiency of solar photon conversion up to 
about 66% by utilizing hot photogenerated carriers to 
produce higher photovoltages or higher photocurrents.  
Three quantum dot solar cell configurations are described. 
 
1. Introduction 

The maximum thermodynamic efficiency for the 
conversion of unconcentrated solar irradiance into electrical 
free energy in the radiative limit assuming detailed balance 
and a single threshold absorber was calculated by Shockley 
and Queissar in 1961 [1] to be about 31%.  Because 
conversion efficiency is one of the most important 
parameters to optimize for implementing photovoltaic and 
photochemical cells on a truly large scale [2], several 
schemes for exceeding the Shockley-Queissar (S-Q) limit 
have been proposed and are under active investigation.  
These approaches include tandem cells, hot-carrier solar 
cells [3-5], solar cells producing multiple electron-hole pairs 
per photon through impact ionization [6, 7], multiband and 
impurity-band solar cells [2, 8], and thermophoto-
voltaic/thermophotonic cells [2].  Here, we will discuss only 
hot carrier and impact ionization solar cells and the effects 
of size quantization on the carrier dynamics that control the 
probability of these processes. 

A major factor limiting the conversion efficiency in 
single-bandgap cells to 31% is that the absorbed photon 
energy above the semiconductor bandgap is lost as heat 
through electron-phonon scattering and subsequent phonon 
emission, as the hot photogenerated carriers relax to their 
respective band edges.  The main approach to reduce this 
loss in efficiency has been to use a stack of cascaded 
multiple p-n junctions with bandgaps better matched to the 
solar spectrum.  In the limit of an infinite stack of bandgaps 
perfectly matched to the solar spectrum, the ultimate 
conversion efficiency at one-sun intensity can increase to 
about 66%. 

Another approach is to use the hot carriers before they 
relax to the band edge via phonon emission [3].  There are 
two fundamental ways to use the hot carriers for enhancing 
the efficiency of photon conversion.  One way produces an 
enhanced photovoltage, and the other way produces an 
enhanced photocurrent.  The former requires that the 
carriers be extracted from the photoconverter before they 
cool [4, 5], while the latter requires the energetic hot carriers 
to produce a second (or more) electron-hole pair through 
impact ionization [6, 7].  To achieve the former, the rates of 
photogenerated carrier separation, transport, and interfacial 
transfer across the contacts to the semiconductor must all be 

fast compared to the rate of carrier cooling [5, 9, 10].  The 
latter requires that the rate of impact ionization (i.e., inverse 
Auger effect) be greater than the rate of carrier cooling and 
other relaxation processes for hot carriers.  Here we will 
restrict our discussion primarily to the relaxation dynamics 
of photogenerated electrons. 

In recent years it has been proposed [5, 9, 11-14], and 
experimentally verified in some cases [3], that the relaxation 
dynamics of photogenerated carriers may be markedly 
affected by quantization effects in the semiconductor (i.e., in 
semiconductor quantum wells, quantum wires, quantum 
dots, superlattices, and nanostructures). That is, when the 
carriers in the semiconductor are confined by potential 
barriers to regions of space that are smaller than or 
comparable to their deBroglie wavelength or to the Bohr 
radius of excitons in the semiconductor bulk, the hot-carrier 
cooling rates may be dramatically reduced, and the rate of 
impact ionization could become competitive with the rate of 
carrier cooling [3]. 
 
2. Quantum Dot Solar Cell Configurations 

The two fundamental pathways for enhancing the 
conversion efficiency (increased photovoltage [4, 5] or 
increased photocurrent [6, 7]) can be accessed, in principle, 
in three different QD solar cell configurations; these 
configurations are shown in Fig. 1 and they are described 
below. 
 
2.1.  Photoelectrodes composed of quantum dot arrays 

In this configuration, the QDs are formed into an 
ordered 3-D array with inter-QD spacing sufficiently small 
such that strong electronic coupling occurs and minibands 
are formed to allow long-range electron transport (see Fig. 
1A).  The system is a 3-D analog to a 1-D superlattice and 
the miniband structures formed therein [3].  The delocalized 
quantized 3-D miniband states could be expected to slow the 
carrier cooling and permit the transport and collection of hot 
carriers to produce a higher photopotential in a PV cell or in 
a photoelectrochemical cell in which the 3-D QD array is 
the photoelectrode [15].  Also, impact ionization might be 
expected to occur in the QD arrays, enhancing the 
photocurrent (see Fig. 1).  However, hot-electron 
transport/collection and impact ionization cannot occur 
simultaneously; they are mutually exclusive and only one of 
these processes can be present in a given system. 
 
2.2.  Quantum dot-sensitized nanocrystalline TiO2 solar 
cells 

This configuration is a variation of a recent promising 
new type of photovoltaic cell that is based on dye-
sensitization of nanocrystalline TiO2 layers [16, 17].  For the  
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QD-sensitized cell, QDs are substituted for the dye 
molecules; they can be adsorbed from a colloidal QD 
solution [18] or produced in situ [19-22].  Successful PV 
effects in such cells have been reported for several 
semiconductor QDs, including InP, CdSe, CdS, and PbS 
[18-22].  A unique potential capability of the QD-sensitized 
solar cell is the production of quantum yields greater than 
1.0 by impact ionization (inverse Auger effect) [23].  Dye 
molecules cannot undergo this process. 
 
2.3.  Quantum dots dispersed in organic semiconductor 
polymer matrices 

Recently, photovoltaic effects have been reported in 
structures consisting of QDs forming junctions with 
organic-semiconductor polymers [24].  A variation of this 
configuration is to disperse the QDs into a blend of electron 
and hole-conducting polymers [25].  This scheme is the 
inverse of light-emitting diode structures based on QDs [26-
28].  In the PV cell, each type of carrier-transporting 
polymer would have a selective electrical contact to remove 
the respective charge carriers. 

All of the possible QD organic-polymer photovoltaic 
cell configurations would benefit greatly if the QDs could 
be coaxed into producing multiple electron-hole pairs by the 
inverse Auger/impact ionization process [23].  This is also 
true for all the QD solar cell systems described above.  The 
most important process in all the QD solar cells for reaching 
very high conversion efficiency is the multiple electron-hole 
pair production in the photoexcited QDs; the various cell 
configurations simply represent different modes of 

collecting and transporting the photogenerated carriers 
produced in the QDs. 
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Fig. 1.  Configurations for quantum dot solar cells. (A) a
QD array used as a photoelectrode for a photo-
electrochemical or as the i-region of a p-i-n photovoltaic
cell; (B) QDs used to sensitize a nanocrystalline film of a
wide bandgap oxide semiconductor (viz. TiO2) to visible
light.  (C) QDs dispersed in a blend of electron- and hole-
conducting polymers. 
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ABSTRACT 
 

We present results for the first phase of an effort to 
develop large-grain (>1-mm), highly-oriented, 5-micron 
thick Ge films on fused silica and alumina ceramics.  We 
use a water-vapor mediated, close-spaced vapor transport 
(CSVT) process  to deposit Ge, followed by a 
recrystallization step.  These structures are intended for use 
as Ge (coated) surrogate substrates for epitaxial growth of 
high-performance GaAs/InGaP solar cells.     

 
1.   Introduction 

GaAs-based solar cells have the highest demonstrated 
efficiencies.  For example, InGaP/GaAs/Ge cells developed 
for space power have conversion efficiencies in the 
neighborhood of 30%.  (References and more detail for the 
solar cell results cited in this paper can be found at 
www.pv.unsw.edu.au/eff/.)  The typical GaAs-based space 
solar cell is comprised of a relatively sophisticated epitaxial 
structure grown by metalorganic chemical vapor deposition 
on a germanium substrate wafer.   These types of cells may 
be viable for some types of concentrator systems, but are too 
costly for fixed array terrestrial systems.  However, low-cost 
versions of high-performance GaAs solar cells have been 
investigated, yielding some significant results.  For instance, 
GaAs-on-silicon solar cells with efficiences greater than 
20% have been reported, despite the relatively large lattice 
and thermal expansion mismatch between GaAs and silicon.  
Further, an 18% efficient GaAs solar cell grown by 
MOCVD on an optical-grade polycrystalline Ge wafer with 
∼ 1-mm grain size has been demonstrated by an RTI group.   

It is natural to ask whether the high-performance of such 
GaAs-based solar cells can be translated into a low-cost, 
polycrystalline thin-film configuration.  Considerable efforts 
were directed in this area in the late 1970s and early 1980s.  
The results were for the most part  disappointing: the 
solar cell performance was severely limited by small grain 
size (10 to 100 microns), electrically active grain 
boundaries, and shunting problems.  No satisfactory low-
cost substrate compatible with high efficiency performance 
was identified. Simple and effective surface passivation 
techniques, as an alternative to epitaxial AlGaAs "window", 
layers were lacking.    

Almost two decades later, thin-film poly GaAs cells 
merit revisiting, especially in view of the GaAs-on-silicon 
and GaAs-on-polycrystalline Ge results mentioned already, 
the continued record-breaking results in single-crystal 
GaAs-based solar cells, and the potential of new methods 
for surface and grain boundary passivation.  Also, new 
concepts and processes  developed for thin-film poly- and 
amorphous-silicon, and II-VI compound solar cells provide 
a versatile technology base to exploit for GaAs cells. 
  
2.  Technical Approach 

The basic idea is to produce a low-cost, polycrystalline 
germanium thin-film structure which is functionally 
equivalent to the optical-grade polycrystalline Ge wafers 
used in the RTI work cited above.   The second phase is to 
develop low-cost epitaxy methods for GaAs and InGaP 
using the surrogate Ge-coated substrates developed in the 
initial phase.  Based on the RTI work, grain sizes in excess 
of 1-mm are needed.  An equally important criterion is to 
select a substrate that has a close thermal expansion match 
to Ge and GaAs (which have similar thermal expansions).   
Other considerations for the substrate include low-cost, 
chemical inertness, a minimum smoothness, and good 
adhesion of deposited Ge films. A conducting substrate is 
often considered a necessary feature in order to make back 
contact.  However, insulating substrates facilitate advanced 
design concepts based on monolithic series interconnection 
to achieve high-voltage minimodules.   

We are depositing the Ge and GaAs films using a simple 
atmospheric-pressure Close-Spaced Vapor Transport 
(CSVT) process, which is shown schematically in FIGURE 1.   
The deposition is based on a reversible reaction using water 
vapor (2000 ppmv H2O in a 15%H2/85%N2 carrier gas 
flowing at 20 ml/min) as a transport agent.  The solid Ge or 
GaAs source and substrate are separated by a 1-mm gap and 
are heated individually by infrared lamps such that the 
source is held approx. 50 °C hotter than the substrate.   The 
relevant transport reactions are: 
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At the source, the GaAs or Ge is oxidized to form volatile 
components which diffuse to the substrate and react to form 
a GaAs or Ge film. Deposition rates of 1 micron/min are 
typical. The Ge film is then recrystallized in a post-growth 
annealing step (see below).  Ge and GaAs CSVT using 
iodine as the transport agent is also under development.  
 
 
 
 
 
 
 

To study various effects, we are utilizing a variety of 
substrates including: single-crystal silicon, germanium, and 
GaAs of (100), (110), and (111) orientation, various 
polycrystalline silicon (Wacker Silso , silicon-on-ceramic, 
Silicon-Film ), polycrystalline Ge and GaAs, silicon 
coated with a thermal oxide, fused silica, sintered alumina, 
SiC, mullite; and molybdenum, tantalum, and stainless steel 
sheet.   The substrates are coated with a 5-micron thick film 
of Ge deposited by the CSVT process described above and 
then capped with a 0.5-micron thick aluminum layer 
deposited by electron-beam evaporation. The Ge-coated 
substrate is then subjected to a thermal treatment in purified 
hydrogen with temperatures in the 800 to 950 °C range for 
10 to 30 minutes.   The Al cap prevents agglomeration of 
the Ge film during a post-deposition annealing/ 
recrystallization step.  The Al cap also appears to promote 
large-grain, oriented recrystallization of the deposited Ge 
film by a mechanism that is not yet certain.    
3.    Results and Achievements 
FIGURE 2 shows the as-deposited Ge film, with grain sizes 
on the order of 10 microns; no highly preferred orientation 
is evident.   The samples are then recrystallized (FIGURES 3 
and 4) showing a much enhanced grain size (several 
millimeters) and a dominant (111) texture (FIGURE 5).  Best 
results have been achieved on polished fused silica, 
although unfortunately, this substrate is not closely thermal 
expansion matched to Ge and GaAs.   Alumina  substrates 
also exhibit large-grain, oriented growth, but not as dramatic 
as with the fused silica substrates.  We are continuing efforts 
on alumina substrates, particularly with respect to 
optimizing the surface finish in relation to its effect on 
recrystallization. 

 
FIGURE 2: Scanning electron micrograph of as-deposited 
Ge film on alumina ceramic substrate. 

 
FIGURE 3: Top-view photomicrograph of recrystallized 5-

micron thick Ge film on fused silica substrate. 

 
FIGURE 4: Scanning electron micrograph of recrystallized 
Ge film on fused silica substrate. 

XRD patterns of Ge films before and after recrystallization
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FIGURE 5: X-ray diffraction of Ge films before and after 
recrystallization. 
 
4.   Conclusion.   
      Large-grain, highly-oriented films of Ge on several 
substrates (fused silica and alumina) are feasible using 
simple processing techniques.  We are currently seeking to 
optimize the process for alumina substrates, reduce the Ge 
layer thickness to lower materials costs, and assess the 
structures as substrates for GaAs epitaxy.   
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ABSTRACT

We present a study of the stability of GaInP/GaAs tandem
cells under concentration, to enhance understanding of the
long-term reliability issues that are important for the
intended commercial terrestrial concentrator application.

1. Introduction
Although GaInP/GaAs tandem cells cells have been fully
qualified and experience-tested for space operation at one
sun, there does not appear to be any study in the literature of
the stability of these cells under concentration. In studying
stability, it is important to identify the degradation and
failure mechanisms that are relevant to the conditions the
device actually encounters in the field. While the likelihood
is that field degradation of the cell under concentrator
operation will be found to be linked to such real-world
issues as poor bonding to the metallization, exposure to
moisture, unintended reverse-biasing, etc., it is valuable to
consider a simpler preliminary question: do these cells
exhibit degradation when operated under concentration in an
ideal laboratory environment? Here, we study the effect on
GaInP/GaAs cell performance of concentrator operation
under a solar simulator. GaInP/GaAs tandem cells were
studied, as well as their individual components: GaAs and
GaInP single-junction cells, and the tunnel-junction
interconnects.

2. Tunnel Junctions
To study the tunnel junctions in isolation from the rest of
the tandem device structure, a test structure was used which
contains only the tunnel junction, allowing its IV curve to
be measured, as shown in Fig. 1. After the baseline IV
measurement, current was passed through the tunnel
junction for an extended period of time by using a power
supply to forward-bias the junction, simulating its operating
state in a tandem cell  (except the junction was not
illuminated). The first “current soak”, for 27.5h at a current
corresponding to concentrator operation at 700 suns, had no
measurable effect on the IV curve. After the second current
soak, at an elevated plate temperature of 50°C for 18.5h at
an equivalent concentration of 280 suns, a very slight
increase in the reverse-bias series resistance is seen, and an
even smaller change in the forward-bias characteristic.
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Fig. 1. Tunnel junction IV curve before and after extended
operation under forward bias.

2. GaInP and GaAs cells
We next studied the stability of single-junction GaInP and
GaAs cells. Neither cell had an antireflection (AR) coat. The
cells were illuminated by xenon arc lamp light concentrated
by Fresnel lenses to 100–250 suns. The cells were operated
under this illumination at their maximum power points for
periods on the order of fifty hours, at a receiver-plate
temperature of ~25°C. After each such period the dark and
light IV characteristics were measured for comparison with
the pre-soak performance. First, a GaInP top cell was
soaked at 110 suns for 43 hours. During illumination, the
receiver-plate temperature was 22.5°C, and the cell was
maintained at its maximum-power point. From a measure-
ment of open-circuit voltage VOC vs. time while the light
was unshuttered, the junction temperature during illumina-
tion is estimated to be 34°C. After the soak, there was a
noticeable increase in the dark current at low bias voltage,
but, as shown in Fig. 2, not enough to cause any change in
the light IV characteristic within the precision of that
measurement. A similar light-soaking was done on a GaAs
bottom cell for 66.5 hours at 250 suns. This cell also
showed an increase in the dark current after light-soaking,
but the increase was much less than for the GaInP cell. The
light IV underwent negligible change upon light-soaking.
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Fig. 2. GaInP and GaAs cell one-sun IV curves before and
after light-soaking as described in the text.

3. GaInP/GaAs tandem cells
A similar approach was used to characterize the effect of
concentrator operation on GaInP/GaAs tandem cells. Figure
3 shows the effect of 137 hours of 224-sun concentrator
operation on the IV curve of a GaInP/GaAs tandem cell
with a MgF2/ZnS AR coat. There is enough of an increase in
the dark current up to relatively high forward bias voltage
that the VOC of the cell is reduced by 29 mV, a non-
negligible change. This cell was one of several fabricated on
the same wafer. The dark currents for these other cells were
also observed to increase after the concentrator soaking of
device #7, even though the other devices were not
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illuminated. This suggests that the increase in the dark
currents is due to heating of the wafer. The change in VOC
for each device on the wafer is shown in the inset in the
lower panel of Fig. 3. The magnitude of the decrease in VOC
appears to be correlated with the distance of the device from
device #7, the one which was illuminated, which would be
consistent with a wafer-heating model of the VOC
degradation.
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Fig. 3. Light and dark IV curves for a GaInP/GaAs tandem
cell before and after operation at the maximum-power point
at 224 suns illumination for 137 hours. The inset in the
lower panel shows the decreases in VOC, in mV, for each
device on the wafer containing device #7, with the
placement of the device on the wafer indicated by its
position in the sketch.

4. Heat soaking
To study this, and to determine whether the degradation is
related to the grid metallization, we processed pieces of a

GaInP top cell and a GaInP/GaAs tandem cell with two
different types of metallizations: evaporated Ag/Pd/Ti, and
plated Au. For each piece of wafer and metallization type,
several devices were put on the wafer. After making
baseline IV measurements on the completed devices, we
baked them in an oven for 24 hours at 74°C, and then
remeasured the IVs. Again taking VOC as a summary
measure of the degradation, Fig. 4 shows histograms of the
decrease in VOC for the devices on each wafer piece. We see
that the degradations are not uniform; rather, the devices
degraded either significantly or not at all. This pattern is

consistent with a catastrophic degradation mechanism rather
than an incremental one. An attack on the top cell by the
grid metallization would be an example of a possible
catastrophic mechanism, although the comparison in Fig. 4
between the two different types of metallizations does not
show an unambiguous distinction between the two.

Finally, we baked the devices again at 74°C for an
additional 71 hours, and remeasured the IV curves on the
devices which had not originally degraded. The histogram
of VOC decreases for these remaining devices is shown in
Fig. 5 (all the devices of the four panels of Fig. 4 are
combined here for brevity.) Of these remaining devices, two
degraded significantly while the remainder show a very
small VOC loss of 3 mV on average. This distribution again
points to a catastrophic degradation mechanism which is
nonuniform across the wafer, suggesting that isolated
defects in either the as-grown wafer or the metallization are
responsible.
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Fig. 5. Histograms of decrease of VOC after an additional 71
hour bake at 74°C, for all the devices of Fig. 4 which had
not already shown the catastropic degradation.

5. Discussion and Conclusion
It should be reemphasised that the pattern of degradation
seen here may not be directly relevant to what one would
observe in devices in the field. First, there are likely to be
stresses present in field operation which we have not
included in this study. Second, the devices we tested are not
identical in growth, processing, and packaging to the
commercial devices that would be put in commercial
modules. For instance, since our devices were not
encapsulated before the baking stress test, one might expect
that they would be subject to a greater likelihood of
oxidation-induced degradation than encapsulated device in a
commercial module would be. Further study of concentrator
cell stability will be an ongoing long-term effort, with the
work described here serving as the prelude.
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ABSTRACT 
  

This paper outlines the objectives and early results 
of a new program to explore and develop III-V solar cells 
grown on Si substrates using compositionally-graded GeSi 
buffer layers.  Record material quality using this approach is 
described, and the potential for converting this to future 
opportunities for achieving new, high efficiency cell designs 
and advancing the science behind integrating high efficiency 
cell materials with diverse substrates is discussed. 
  
1. Introduction and Program Objectives 

The ability to epitaxially integrate optimum solar 
cell designs based on III-V compounds such as GaAs, 
InGaP, and advanced multi-bandgap structures, with cheap, 
abundant, large, strong and lightweight substrates such as Si 
would offer tremendous advantages in the power output/cost 
metric for photovoltaic system implementation in a variety 
of applications.  As a result, the notion of III-V/Si 
integration has been explored for decades [1].  
Unfortunately, the material perfection required to achieve 
the highest performance III-V solar cells had not been 
achievable due to the basic differences in lattice constant 
and other key structural properties between the III-V solar 
cell materials and the Si substrate wafer that generate 
lifetime-limiting defects (4% misfit between GaAs and Si).  
While significant efforts have been undertaken to mitigate 
these effects, until recently none had achieved the 
breakthrough necessary to allow photovoltaic quality III-V 
material to be achieved over any useful area.   

This new NREL program will focus on exploiting 
the use of GeSi graded alloy buffers to accommodate lattice 
differences between epitaxial III-V layers and Si substrates.  
Our early work has shown this approach to have great 
potential for photovoltaics, breaking through a fundamental 
material quality barrier and resulting in record-high carrier 
lifetimes for GaAs on Si that can enable reproducibly high 
efficiency III-V cells grown on Si substrates for the first 
time [2].  The objectives of this new program are of two 
types.  First is the demonstration that GeSi graded layers 
will provide a virtual Ge substrate with the mechanical, 
structural, and thermal properties of Si that can substitute 
for conventional Ge in PV technologies.  This will be 
accomplished by fabricating “standard” III-V cell designs, 
both single (GaAs) and multijunction (InGaP/GaAs), on 
these novel substrates.  The second type of objective is to 
investigate how to exploit the new lattice-engineering and 
bandgap-engineering possibilities opened up by the use of 
GeSi-based virtual substrates that essentially act as a 

“tailored” lattice constant template for optimum, 
“metamorphic” III-V multijunction overgrowth on Si 
wafers.  This opportunity is more easily seen in fig. 1.  
Accomplishing both objectives will generate new science 
focused on the general problem of integrating dissimilar 
materials, the results of which will help guide how to 
achieve next generations of optimum cell/substrate 
combinations while maintaining high efficiencies.  

 
2. GaAs Material Quality Grown on GeSi/Si Substrates 

Growth of device-quality GaAs onto Si requires 
control of both dislocation density and anti-phase domain 
(APD) formation.  The effect of high dislocation density on 
material quality is well known, manifesting as lifetime 
killing defects and also providing potential paths for 
enhanced leakage currents.  APDs are somewhat more 
insidious as they are a consequence of a mismatch in crystal 
symmetry, not lattice constant [3].  Hence, APDs are a 
known issue even for GaAs on Ge and their presence can 
dramatically increase shunt currents in solar cells.  The first 
main challenge for GaAs grown on Si via GeSi graded 
buffers is to simultaneously maintain the low threading 
dislocation density (TDD), which we had already 
demonstrated for relaxed Ge layers grown on graded 
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Fig. 1. Bandgap-lattice constant map for III-V/GeSi
integration.  Note the lattice matching possibilities for
various III-AsPs and the use of GeSi bottom cells. 

275



GeSi/Si substrates, within the III-V overlayers while 
simultaneously inhibiting APD formation, even at the 
monolayer scale.  Figure 2 shows our ability to accomplish 

both of these goals for structural quality.  Lower resolution 
measurements (EPD and EBIC) confirm that the TDD 
within relaxed III-V overlayers are equivalent to that of the 
Ge cap with values in the range of 7-9x105 cm-2 as the 
lowest achieved to date, with no evidence of APD formation 
[2].  Figure 3 shows that the excellent structural quality 

translates directly into high lifetimes, as obtained via growth 
of AlGaAs/GaAs double heterostructures of varying 
thickness in order to separate contributions from bulk and 
interface recombination using time resolved 

photoluminescence.  Room temperature lifetimes in excess 
of 10 ns have been achieved [2].  Prior record lifetimes have 
been in the range of 2-4 ns for GaAs on Si, for which the 
lattice mismatch was accommodated within III-V buffers of 
various kinds.  Strain relaxation within the substrate wafer 
itself, prior to PV layer growth, is therefore believed to be 
an important advantage since the thermal budget and 
dislocation nucleation and flow mechanics are handled prior 
to any III-V epitaxy.  Hence, this approach is truly that of an 
alternative substrate.  Moreover, the fact that our lifetime 
data correlates closely with theoretical expectations (fig. 3) 
indicates that it is only the residual TDD of the substrate cap 
layer that controls lifetime below the knee (which is 
determined by the balance between dislocation-limited and 
non-dislocation-limited recombination processes).  This 
indicates that our approach does not introduce other 
lifetime-limiting defects, in contrast with prior work where 
lifetime and TDD values were often found not to correlate.   

Preliminary single junction GaAs cells are already 
very encouraging [5].  AM0 tests reveal Voc values in 
excess of 1 V for a large number of cells, with Jsc and QE 
values matching that of identical control cells grown on both 
GaAs and Ge substrate controls.  All past attempts have 
never exceeded 940 mV AM0, and Voc values and are 
typically ~ 900 mV [4].  The large improvement in Voc 
results from the high lifetime leading to reduction in leakage 
current.  AM0 efficiencies in excess of 17% have recently 
been verified, being limited by the large, 11% metal 
coverage for these basic cells.  This has been verified by 
comparing with cells grown on Ge and GaAs substrates that 
display the same Jsc, QE and Voc values.   The only 
parameter observed to be impacted by the substrate at this 
point is fill factor, which is 0.805 for our best cell to date.  
Hence, we project that even at this early point of 
development, 19% AM0 and > 22% AM1.5 GaAs/Si cells 
are feasible by using a more appropriate contact grid.  
Immediate plans are to generate dual junction InGaP/GaAs 
cells on GeSi, which will lead into the core of our program 
to exploit the GeSi buffer for advanced cell concepts. 
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Fig. 2. XTEM image of an AlGaAs/GaAs cell grown on
GeSi/Si.  At this scale, no dislocations in the GaAs are
evident, and even at high resolution we see no evidence
of APD disorder at the GaAs/Ge interface. 
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Fig. 3. Measured and calculated (lines) lifetime vs. TDD
behavior for GaAs on Si.  OSU data are the filled circles,
showing reproducibly high lifetimes between 8-10.5 ns
achieved using GeSi buffers.  Other data are from earlier
approaches using III-V buffers [2,4]. 
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ABSTRACT 
Test standards and independent test facilities 
have been available for years and used 
extensively for the qualification testing of flat-
plate photovoltaic (PV) modules. No such test 
standards or test facilities were available for the 
qualification testing of concentrator PV modules. 
In the current work, a parallel effort was made to 
develop both test standard and test facilities to 
test concentrator PV modules. This paper 
discusses the recently approved Institute of 
Electrical and Electronics Engineers test 
standard (IEEE 1513), Recommended Practice 
for Qualification of Concentrator Photovoltaic 
(PV) Receiver Section and Modules. This paper 
also describes various unique pieces of test 
equipment developed at the Arizona State 
University Photovoltaic Testing Laboratory 
(ASU-PTL) to test the concentrator PV modules 
for the design qualification per IEEE 1513 
standard. These unique test-equipment items 
include two-axis trackers, thermal shock 
chamber and water spray station. In addition, 
ASU-PTL has been validating the newly 
developed test method for side-by-side 
performance testing of test module vs. control 
module to measure the relative performance 
degradation of the stressed test module. This 
work identifies the limitations of the proposed 
simple dark I-V method for measuring module 
degradation. Preliminary relative-power 
measurements have been conducted under 
various solar irradiance, air mass, and ambient 
temperature conditions. ASU-PTL has recently 
initiated a full qualification evaluation per IEEE 
1513 for a US manufacturer (Amonix, Inc.) and 
this initiative is discussed in this paper. 
 
Introduction 
Qualification testing of photovoltaic (PV) 
modules is of great importance to evaluate the 
modules for their design performance, safety, 

and susceptibility to known failure mechanisms. 
Successful completion of qualification testing 
and issuance of certification provide a reasonable 
assurance that the photovoltaic modules of the 
tested model will perform reliably under field 
conditions. 
 
Test standards specify a common approach to 
conduct the qualification testing. For the flat-
plate PV modules, IEEE 1262 and IEC 
61215/61646 qualification test standards specify 
the required tests, test procedures and pass 
criteria. For the concentrator PV modules, no 
such IEEE or IEC standards were available for 
the qualification testing.  ASU-PTL was 
mandated through this contract to coordinate all 
the efforts to ballot an IEEE standard (IEEE 
1513) for the qualification testing of concentrator 
PV modules. In late 2000 the final draft standard 
was sent out for balloting and on March 17, 2001 
the standard was approved by the IEEE 
Standards Board. This paper provides an 
overview of this approved standard for the 
qualification testing of concentrator modules. 
 
ASU-PTL is an independent, accredited testing 
laboratory and has all the test equipment needed 
to test and certify flat-plate PV modules per 
IEEE and IEC standards.  This paper describes 
various unique pieces of equipment and test 
procedures developed for the extension of the 
qualification testing to the concentrator PV 
modules.  
 
Test Standard 
The format and test procedures of well-
documented IEEE 1262 flat-plate test standard 
have been predominantly used to develop this 
new IEEE 1513 concentrator test standard. 
Major differences between these two test 
standards are indicated below: 
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- Total number of required test samples: IEEE 
1262 testing requires nine modules whereas 
IEEE 1513 testing requires seven receiver 
sections and five modules; 

- Eliminated tests: Mechanical load, surface cut 
susceptibility, twist and ultra-violet exposure 
tests have been eliminated in the IEEE 1513 
standard; 

- Added tests: Water spray and off-axis beam 
damage tests specific to the concentrator 
modules are added to the IEEE 1513 standard; 

- Modified tests: To accommodate high 
temperature softening effects of the 
concentrating lenses, IEEE 1513 standard 
offers several options to conduct the thermal 
cycling and humidity freeze tests, especially 
related to the reduction of the upper 
temperature limit of the cycles. Since the field 
installed concentrator cells may experience 
thermal shocks due to change in the 
environmental conditions, the concentrator 
standard recommends a very high cooling and 
heating rates (5oC/minute) to test the receiver 
sections (thermal shock testing). 

- Optional tests: All the intermediate I-V tests in 
each sequence are optional diagnostic tests. 

- Diagnostic tests: Dark I-V method is available 
as a diagnostic tool for the relative degradation 
of the performance after each stress test.  

- Alternative electrical performance tests: IEEE 
1262 recommends both indoor and outdoor 
methods. IEEE 1513 recommends three 
alternative methods but all of them are outdoor 
methods. 

This approved IEEE 1513 standard serves as the 
starting point to the development of IEC 62108 
concentrator standard [1] and this effort is again 
being coordinated by ASU-PTL. 
 
Test Equipment 
ASU-PTL is extending its test equipment 
capability to conduct all the tests per IEEE 1513 
standard. This capability is specifically extended 
to the added tests, modified tests, diagnostic tests 
and the new outdoor electrical performance tests 
that are mentioned in the previous section.  
 
A special water spray station has been built to 
evaluate the electrical isolation properties of the 
concentrator PV modules under wet conditions. 
Its design construction meets all the UL 1703 
test standard specifications, which is required by 
the IEEE 1513 test standard.  Two 2-axis 
trackers with an in-house fine-tune mechanism 
have been installed for the off-axis and side-by-
side electrical performance testing of the 

concentrator PV modules. The side-by-side 
performance testing of control-module with 
stressed-module identifies the relative 
performance loss of stressed module. A 5-kW 
power supply is used to obtain the dark current-
voltage curves and to pass current through the 
modules during thermal cycle testing. A 
conventional environmental chamber has been 
retrofitted to meet or exceed the stringent heating 
and cooling requirements of the test standard.  
 
Validation of I-V Test Procedures 
Validation of side-by-side outdoor performance 
degradation measurements was carried out using 
two concentrator PV modules. The relative 
power outputs of these two modules were 
monitored over a period of time. The preliminary 
results indicate that the coplanar alignment of the 
modules on the tracker platform and aiming the 
modules for the DNI condition are having more 
influences on the accuracy of the relative power 
measurements as compared to the influences 
from the ambient/cell temperature, air mass and 
irradiance changes. 
 
The dark I-V method is limited to obtain the 
absolute performance of a PV module as it 
requires the short-circuit current and series 
resistance values of the module under light 
conditions.  However, it is expected to be a 
simple, cost-effective, yet reliable method for the 
qualification (relative performance) testing of 
PV modules [2]. This method essentially 
quantifies the relative performance degradation 
of a stressed module from the increase of 
effective resistance. In this work, the stressed 
receiver was simulated by adding a few resistors 
in series to a test receiver. The dark I-V curves 
were obtained before and after adding the 
resistors. This work indicates that the cell 
temperature and bias current levels profoundly 
influence the accuracy of the test results.  
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ABSTRACT 
 
This paper describes the research done to identify the 
critical optical issues, critical system integration issues, and 
to assess the likely ultimate potential of lens-based 
concentrator module technology.  Of the concentrator 
configurations studied, the SunPower micro concentrator 
was identified as having the greatest probability of success.   
 
1. Introduction 
Studies have shown that the concentrator could be the 
ultimate low-cost photovoltaic (PV) device.[1].  This work 
was done under the High Performance Photovoltaics (HiPer 
PV) Initiative, an expected 10-year program to 
approximately double the sunlight-to-electricity conversion 
efficiencies of thin film and concentrator PV technologies.  
The HiPer PV Initiative includes the goal of bringing 
multijunction concentrators to more than 33% efficiency.   
 
In order to accomplish this goal, the potential optical 
systems must be fully researched and those with greatest 
probability of success identified.  The effect of the balance 
of the module system, such as optical alignment and 
tolerancing, must also be identified.   
 
2. Work Performed 
During this subcontract SunPower performed fundamental 
research on Fresnel lenses, secondary optical elements, and 
module system integration.  Various optical elements were 
designed using SunPower software and tested on a 
commercial ray tracing program.  SunPower designed and 
fabricated an outdoor test facility to test optical systems.  A 
detailed cost analysis was done on a variety of lens-based 
concentrator modules using commercial SunPower cells.  
Two different secondary optical elements (SOEs) were 
fabricated using an experimental low-cost material.   
 
3. Results 
Preliminary outdoor lens studies show that the optimum 
operation focal length for a Fresnel lens may not be at the 
maximum optical transmission point due to mal distribution 
of light at that length, see Figure 1.  However, ray trace 
studies show that it is possible to design an SOE with both 
good transmission and flux distribution, see Figure 2.  There 
appears to be a tradeoff between uniform flux distribution 
and acceptance angle.  Further work is needed in this area.   
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Figure 1, Lens Test Example 
 

 
 

Figure 2, SunPower Pseudo Imaging SOE Design 
 

The costing study was done in two phases.  The first phase 
looked at the general effect of aperture size, concentration 
ratio, and similar factors.  Figure 3 shows a sample of the 
results where relative cost is plotted as a function of lens 
size and heat dissipator size.  The result indicates that the 
most cost-effective lens size would be about 11 inches 
square and the heat dissipator size should also be about 11 
inches square.  This design point used a SunPower cell with 
an active area of 1.21 square centimeters. 
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Figure 3, Effect of Relative Cost on Lens Size and Heat 

Dissipator Size 
 
The second phase of the costing study compared specific 
designs.  We found that the SunPower micro concentrator 
was lower relative cost than the competitive designs studied 
due to various factors, see Table 1.   
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Production 
rate (MW/yr) DC relative costs

3 3.44 4.03 3.81 3.48 3.67 3.51
30 2.36 2.92 2.7 2.28 2.63 2.43

100 1.82 2.37 2.09 1.68 2.07 1.88
300 1.47 1.98 1.72 1.33 1.63 1.49

Assumptions:  Total DC cost including tracker and module installation

Production 
rate (MW/yr)

Module 
relative 
costs

3 2.52 3.13 2.9 2.45 2.7 2.61
30 1.54 2.05 1.85 1.39 1.76 1.62

100 1.1 1.57 1.33 0.92 1.29 1.16
300 0.84 1.27 1 0.7 1 0.88

Assumptions:  Module direct costs, no tracker or installation  
Table 1, Summary of Module Cost Study 

 
The types of designs studied were: 
1. A large integrated type design where the modules are 

self supporting structures and also part of a tracker 
structure  (LI) 

2. Modules with sheet metal housing where the housing is 
the heat dissipator  (not shown, more expensive) 

3. Modules with sheet metal housing and separate heat 
dissipators  (not shown, more expensive) 

4. Modules with plastic housing and separate heat 
dissipators  (PL2, PL4, PL5) 

5. The SunPower micro concentrator  (MC) 

Note:  Not all designs are shown in Table 1. 
 
A variety of heat dissipators were evaluated, including 
extruded aluminum, sheet aluminum, and nucleate boiling 
(roll-bonded cold plate)  (CP).  Different manufacturing 
rates were studied: 3, 30, 100, and 300 megawatts per year.  
Costs were based on quotes and internal estimates.   
 
The SunPower micro concentrator would make an ideal 
candidate for a module using III-V concentrator cells [2].  A 
very high concentration ratio is possible.  The cells are tiny, 
providing high wafer yield.  The III-V cells would not suffer 
from edge degradation effects like silicon cells do.  The 
shipping costs are low compared with bulky traditional 
Fresnel modules.  The primary lens uses a combination of a 
solid aspheric center and a Fresnel reflective/refractive outer 
portion.  An SOE is used on top of the cell to improve 
acceptance angle.  The total height of the micro concentrator 
is less than one inch.  The module has wide customer 
acceptance because it looks somewhat like existing flat-
plate product.   
 
We tested several candidate materials for low-cost SOEs.  
These included acrylic, polycarbonate, and exotic high 
temperature plastics.  We discovered one candidate material 
that has the potential for molding low-cost SOEs.  
Additional testing is necessary, but the preliminary results 
are encouraging.  The cost of these SOEs could be on the 
order of 10 cents, whereas the molded glass SOEs are close 
to 6 dollars.  The material can be easily molded to any shape 
and also used to encapsulate the receiver in the same 
molding.   
 
4. Conclusions 
The SunPower micro concentrator design appears to have 
the lowest cost per Watt.  It also has the highest customer 
acceptance because it looks like existing flat-plate product.  
This design is recommended for further study as a high-
concentration III-V module.   
 
SunPower has identified an SOE material that has the 
potential to dramatically lower the cost of this component.  
Additional testing is necessary on this material.   
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ABSTRACT 

 
 Since February 2001, ENTECH has been working 
under subcontract to NREL on the development of a new 
high-efficiency concentrator module using multi-junction 
(MJ) cells, as part of the DOE/NCPV High Performance 
Photovoltaics Initiative.  ENTECH’s new module builds 
upon ENTECH’s successful heritage of concentrator 
modules and systems developed over the past two decades.  
Indeed, the basic concept behind the new module is to have 
it be a “plug and play” replacement for ENTECH’s current 
silicon-cell-based modules, which are used in small SunLine 
arrays (Fig. 1), and large SolarRow arrays (Fig. 2).  This 
brief paper summarizes progress to date on the development 
of the new concentrator module, with emphasis on mini-
concentrator module measurements being conducted to 
better understand the combined performance of color-
mixing lenses and multi-junction cells under terrestrial 
sunlight. 
 
1. Introduction and Background 
 ENTECH has been involved in photovoltaic concen-
trator technology for terrestrial applications for the past 23 
years [1-5].  ENTECH’s existing terrestrial concentrator 
module uses a large (85 cm wide aperture) acrylic lens to 
focus sunlight at 21X concentration onto air-cooled silicon 
photovoltaic cells.  The performance of these ENTECH 
concentrators has been excellent, as shown by the long-term 
performance measurements for all leading photovoltaic 
technologies by the independent PVUSA project [6].  
ENTECH's concentrator has been the performance leader. 

ENTECH has been involved in photovoltaic concentrator 
technology for space applications for the past 16 years [7-8].  
ENTECH’s latest space concentrator module uses a small 
(8.5 cm wide aperture) silicone Fresnel lens to focus 
sunlight at 8X concentration onto radiation-cooled triple-
junction photovoltaic cells.  These space concentrators 
provide outstanding performance and reliability.  Launched 
in 1998, the SCARLET (solar concentrator array using 
refractive linear element technology) array powers both the 
spacecraft and the ion engine on the NASA/JPL Deep Space 
One probe (Fig. 3).  Deep Space One is currently about 140 
million miles from earth, and has visited an asteroid and a 
comet on its long and successful journey through deep 
space.  The SCARLET array has performed flawlessly [9]. 

 
Fig. 3 - Deep Space One Probe Launched October 1998 

 
Fig. 1 - ENTECH SunLine Array 

Fig. 2 – Four ENTECH SolarRow Arrays 
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Over the past three years, ENTECH has developed a new 
space concentrator array technology, called the stretched 
lens array (SLA) [10-12].  This new SLA provides higher 
performance at dramatically reduced mass.  Recent SLA 
prototype tests in space simulators have confirmed over 
27% net panel-level efficiency at room temperature under 
space sunlight (AM0) [11-12].  As part of this new space 
array development, several prototype mini-concentrator 
modules have been tested under terrestrial sunlight by 
ENTECH in Keller, Texas, and by NREL in Golden, 
Colorado.  These units have provided outstanding 
performance, although the triple-junction cells were 
optimized for the space solar spectrum, which is much 
different from the terrestrial solar spectrum.  The following 
paragraphs highlight these terrestrial performance results. 
 
2. Stretched Lens Mini-Module Performance Testing 
 Fig. 4 shows three stretched lens mini-concentrator 
modules with cells from three different suppliers.  The lens 
is a stretched membrane Fresnel lens made from a space-
qualified silicone (DC 93-500).  The arched lens has an 
aperture width of 8.5 cm, and a focal length of 9.2 cm 
measured from the top of the arch.  The line-focus lens is 
smooth on the outer convex surface, and has microscopic 
prisms on its inner surface.  The solar cells at the focus of 
the three lenses in Fig. 4 are multi-junction cells from 
Spectrolab, EMCORE, and JX Crystals/TECSTAR, 
respectively.  The Spectrolab and JX cells are equipped with 
an ENTECH prism cover to minimize gridline shadowing 
losses.  All three of these mini-concentrator modules have 
been routinely measured at greater than 27% net operational 
module efficiency in outdoor testing at ENTECH.  Indeed, 
many of the module efficiency values have been above 
28%.  The cells in each of these modules are air-cooled and 
have been well above the normal cell performance rating 
temperature of 25C. 

NREL has confirmed the world-record-level 27% + 1.5% 
mini-concentrator module efficiency in tests at NREL for 
the leftmost unit in Fig. 4 [13].  For this unit, the mini-
concentrator module efficiency has been measured under a 
variety of weather conditions, varying from cold winter days 
to hot summer days, and from Keller, Texas, to Golden, 

Colorado.  Surprisingly, the net module operational 
efficiency has typically been 27% + 2% under all of these 
conditions.  The lens optical efficiency has been consistently 
measured at 92%, thereby implying an operational cell 
efficiency of 29% + 2%.  However, when the quantum 
efficiency curves of typical space cells are integrated with 
the standard AM1.5D spectrum, the results show a 38% 
higher current for the middle junction (GaAs) than for the 
top junction (GaInP).  This large current mismatch is 
inconsistent with the observed cell efficiencies.  Indeed, the 
most optimistic calculations of cell efficiency under 
AM1.5D are in the 26-28% range.  These results fully 
support the recommendation by Keith Emery [14] that the 
reference spectrum for terrestrial multi-junction concen-
trator cells needs to be changed to a more realistic spectrum. 
 
3.  ENTECH's New Concentrator Module Development 
     To cost-effectively utilize multi-junction cells in the 
terrestrial marketplace, ENTECH is developing 20X 
secondary optics to combine with its 20X primary optics to 
provide an overall concentration ratio of 400X.  Both pri-
mary and secondary optics will use ENTECH's proven, 
patented, color-mixing lens technology [5] to preclude 
chromatic aberration losses in the cells.  Development of a 
robust, manufacturable 27%-efficient 400X concentrator 
module is the key objective of the program. 
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Fig. 4 - Mini-Concentrator Measurements Using Space-
Optimized Multi-Junction Cells 
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ABSTRACT
This paper presents the results of recent studies

involving broadband Rugate filters for use in a high
efficiency Photovoltaic Cavity Converter (PVCC) being
developed by UI2.  PVCC’s success in the achievement of a
conversion efficiency of ~50% depends on the optical
performance of Rugate filters that are deposited on the solar
cells lining the interior of PVCC’s cavity.  The underlying
principle behind PVCC’s high performance is the optimal
utilization of the solar spectrum based upon a novel spectral
splitting process induced by the Rugate filters, and the use
of single-junction cells with different but congruent energy
bandgaps.  Although narrowband Rugate filters found many
applications in the past, there is no experience with
broadband applications. Analytical modeling conducted
under this project shows that it is possible to design high
quality broadband Rugate filters with satisfactory
reflectance (99%) and transmittance (99%). Results
obtained for a four-bandgap system consisting of GaInP,
GaAs, GaInAs and GaInAsP are reported here.

INTRODUCTION
Under a separate NREL project, UI2 is developing

a Dish/PVCC concentrator system consisting of a first stage
parabolic concentrator, a second stage non-imaging flux
booster, and a spherical cavity collecting the highly focused
light.  Figure 1 illustrates a complete system based on a dish
with circular facets.  The trapped light inside the cavity is
converted to electricity using a multiplicity of single
junction III-V cell groups lining the interior surface of the
cavity.  Each cell group is characterized by a specific energy
bandgap and spectral response.  Individual cells in a given
group have a Rugate filter overlay that has conjugate
reflectance/transmittance characteristics matching the
spectral response of the cell underneath.  During their
“random walk” inside the cavity, photons of conjugate
frequencies are transmitted into the respective cells, whereas
the other photons are reflected (Figure 2). This selective
transmission and reflection of photons in an ongoing
recycling process represents a new form of the spectral
splitting concept that has been studied earlier by others in
order to achieve higher efficiencies.  The underlying
principle behind PVCC’s predicted high performance is the
optimal utilization of the solar spectrum as is in the case of
multi-junction (MJ) cells.  Although the basic idea of a
multi-band gap cell system is common to both technologies,
PVCC is dramatically different.  As can be seen from Figure
3, PVCC replaces the vertical, 3D architecture of MJ cells
consisting of monolithic or stacked sub-cells with a lateral,
2D array of single junction cells.  The result is an increased
degree of freedom in the choice of semiconductor materials
and the elimination of electronic, structural, thermal and

optical difficulties that MJ technology faces when the
number of sub-cells is four or more and the flux
concentration exceeds 500 suns.

FIGURE 1.
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RUGATE FILTERS:  AN ENABLING TOOL FOR
PVCC

Although Rugate filters have found several
powerful optical applications in the military, they are
relatively unknown in the solar energy community.  The
theory of Rugate filters, particularly that of narrow band
systems, is well understood [1].  The challenge of this
specific project is, however, to explore the feasibility of
broadband Rugate filters.  For the sake of clarity, UI2 will
now provide a brief description of Rugate systems.

In principle, a Rugate filter is an interference
coating based on a refractive index that varies continuously
(not in discrete steps) in the direction perpendicular to the
film plane.  When the refractive index varies periodically
and within two extreme values, it is possible to design a
rejection filter with high reflectance (~ 99%) in the middle,
and high transmission (~ 99%) on either side of the rejection
band.  They can be designed to eliminate side-lobes, higher
harmonics, and other significant parasitic losses. Thus,
Rugate filters are ideal for PVCC because they significantly
minimize losses during the spectral splitting process.

In general, Rugate filters are refractory silicon
oxynitride alloys obtained by chemical vapor deposition of
silane, ammonia, and nitrogen as source gases.  The
resulting graded index Rugate filter layers are insensitive to
UV and humidity.  The material can survive exposure to
sub-zero temperatures as well as high temperatures over
200C.   Up to 250C, the spectral characteristics move
toward longer wavelengths by a few nm.  This shift is
reversible when the temperature decreases.   Above 250C, a
permanent shift can take place the first time the filters are
brought above that threshold.

ANALYTICAL MODELING RESULTS AND
DISCUSSION

Figure 4 shows the AM 1.5 solar spectrum and the Rugate
filter frequency bands for InGaP(1.86eV), GaAs(1.42eV),
InGaAsP(1.10eV) and InGaAs((0.74eV). In this limited
space, only the reflectance/transmittance profile for GaAs
filter is shown in Figure 5 as a typical example. This
particular Rugate filter reflects all wavelengths from 350nm
to 610nm and from 870nm to 1800nm, and transmits
wavelengths from 610nm to 870nm.  In both cases, i.e.,
average reflection and transmission, the optical performance
is about 99%.   The results for other frequency bands are
also very similar.  In all cases, the average transmission and
reflection profiles are symmetrical, and the up-ramp and
down-ramp slopes are very steep.  This particular feature
supports operation with minimum photon leaks (cross-talk)
from one frequency band into another.

CONCLUSIONS
Results obtained under this project so far have demonstrated
that, in principle, it is possible to design broadband Rugate
filters that meet the stringent requirements of the PVCC
application.  In a parallel study also supported by NREL,
UI2 has developed an optical model of the PVCC cavity to
predict the Photon Utilization Factor (PUF) in a cavity
where the interior wall of the cavity is 75% covered with the

III-V cells selected for this project.  (PUF is defined as the
probability that a photon entering the cavity will be detected
and converted by a conjugate cell.)  This model assumes
that each individual cell is covered with a matching Rugate
filter as depicted in Figure 2.  As a result of an optimization
study, a PUF of 0.9 was obtained.  Given this PUF for the
cavity under consideration, UI2 then calculated that a multi-
bandgap array consisting of InGaP(1.86eV), GaAs(1.42eV),
InGaAsP(1.10eV), and InGaAs (0.74eV) could achieve a
collective photo-conversion efficiency of 48.3%.

At this point, it is important to note that the actual
fabrication of broadband Rugate filters still remains a
challenge yet to be overcome.  The anticipated concerns
with regard to deposition time (cost) and material problems
associated with the unusual film thickness required will be
the subject of further studies under this program.
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ABSTRACT 

 
We have performed electron microscopy studies on 

metal-organic vapor phase epitaxy (MOVPE) layers of 
ZnGeAs2 and Zn3As2 that are potential 1-eV bandgap 
semiconductors for multijunction solar cells lattice-matched 
to GaAs and InP substrates, respectively.  Epitaxial 
chalcopyrite ZnGeAs2 on GaAs substrates was obtained 
only for a very narrow range of growth conditions.  Under 
different growth conditions, epitaxial layers of the body-
centered tetragonal structure Zn3As2 compound was 
obtained that is lattice-mismatched to the GaAs substrate, 
and hence contained a high density of threading defects such 
as dislocations. 

 
1. Introduction 

The addition of a good electrical-quality 1-eV junction 
in the present record-efficiency GaInP/GaAs/Ge cascade 
solar cell is expected to lead to a significant improvement in 
the overall efficiency of the device [1].  ZnGeAs2 has the 
chalcopyrite structure with a = b = 0.567 nm and c = 1.115 
nm [2], and so is very nearly lattice-matched to (001) GaAs 
and Ge substrates.  It is believed to exhibit a direct bandgap 
at room temperature of ≈ 1.15 eV [2], making it a good 
candidate semiconductor material for the extra 1-eV 
junction.  However, it may only be grown epitaxially by 
MOVPE on GaAs under a very narrow range of growth 
conditions [2].  Under different growth conditions, the 
body-centered tetragonal structure Zn3As2 compound is 
obtained [2] that is lattice-mismatched to GaAs, but close to 
lattice-matched to (001) InP substrates [3, 4].  This 
compound also has a bandgap of close to 1 eV at room 
temperature [3-5] making it of potential interest for 
multijunction solar cell applications.  In this paper we will 
report the results of recent electron microscopy studies of 
MOVPE layers of these compound semiconductors grown 
at NREL. 
 
2. Experimental 

The layers studied in this work were grown by low-
pressure (50 Torr) MOVPE, using arsine, germane, and 
diethylzinc as sources.  Layers were grown on top of thin 
lattice-matched Ga0.52In0.48P buffer layers on 6ûB offcut 
(001) GaAs substrates over a range of growth temperatures 
using a Zn/Ge source flow ratio of ≈ 5.  Transmission 
electron microscopy (TEM) and diffraction (TED) were 
used to examine the structure of the layers.  Chemical 
analysis of the layers was performed using energy 
dispersive x-ray microanalysis (EDX).  Optical properties of 
the layers were measured using cathodoluminescence (CL) 
at a temperature of 77 K in a scanning electron microscope. 

 

3. Results 
Fig. 1 shows a [110] high-resolution cross-section TEM 

image of a layer grown at ≈ 506ûC.  EDX analysis revealed 
no Ge in the layer, but Zn and As were present with a 
concentration ratio of about 3:2.  TED patterns from the 
layer revealed an array of spots consistent with the layer 
being formed of the body-centered tetragonal structure 
Zn3As2 compound as reported previously for both MOVPE 
and MBE layers [2-4].  This compound grew epitaxially on 
the GaInP buffer layer despite an ≈ 4% lattice mismatch, as 
shown in Fig. 1.  The interface, however, was rough, and a 
high density of misfit and threading dislocations resulted 
from the large lattice mismatch.  A doubling in periodicity 
of the {111} plane lattice fringes is observed in the Zn3As2 
layer in comparison to the zinc-blende substructure, as 
observed previously by other workers in lattice images of 
the Zn3As2 compound [3, 4, 6].  The non-incorporation of 
Ge in this layer may be associated with the incomplete 
decomposition of germane at this growth temperature and 
the relatively high vapor pressure of the Zn as compared to 
the Ge [2]. 

CL spectra taken from this layer at 77 K using an 
accelerating voltage of 30 kV revealed a dominant 
luminescence peak at ≈ 1.045 eV with a weaker peak at 0.85 
eV (Fig. 2, solid line).  It is thought that the minimum 
bandgap of Zn3As2 is indirect in nature, and that the direct 
bandgap is only 20�30 meV higher in energy, falling in the 
range 0.99�1.02 eV at room temperature [3�5].  The highest 
energy peak observed is therefore close to both the 
previously reported indirect and direct bandgaps for this 
compound. 

 

Fig. 1.  High-resolution TEM image of Zn3As2 
layer grown epitaxially on GaInP. 
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Increasing the growth temperature to ≈ 518ûC, while 
keeping the other growth conditions identical, resulted in 
the epitaxial growth of chalcopyrite ZnGeAs2, close to 
lattice-matched to GaAs.  EDX spectroscopy revealed the 
presence of Zn, Ge, and As in this layer with close to the 
expected ratios for ZnGeAs2.  TED results obtained from a 
plan view sample of this layer revealed the presence of an 
array of extra spots consistent with the presence of 
chalcopyrite ZnGeAs2 (Fig. 3). 

A 77 K CL spectrum taken from this sample at an 
accelerating voltage of 15 kV is shown in Fig. 2 (dotted 
line).  Three peaks are present at energies of 1.37, 1.292, 
and 0.85 eV, with the peak at 1.292 eV being the most 
intense.  The two highest energy peaks are significantly 

higher than the direct bandgap of ≈ 1.15 eV previously 
reported for MOVPE ZnGeAs2 by Solomon et al. [2].  They 
are close in energy, however, to the dominant 80 K 
photoluminescence peak at 1.3 eV reported by Chelluri et 
al. [4] in MBE ZnGeAs2 and the direct bandgap of 1.2 eV at 
low temperature recently calculated by Janotti et al. [7] for 
this compound. 

 
4. Summary 

We have successfully grown both chalcopyrite ZnGeAs2 
and body-centered tetragonal Zn3As2 epitaxial layers on 
(001) GaAs substrates using low-pressure MOVPE by 
careful control of the growth conditions.  CL measurements 
indicate a 77 K bandgap of close to 1.05 eV for Zn3As2 and 
1.37 eV for ZnGeAs2. 
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ABSTRACT 

 
 A novel contactless measurement technique is described 
that provides the minority carriers lifetime, as well as, 
ambipolar mobility and diffusion length.  An independent 
system has been developed that measures these parameters 
at cryogenic temperatures.  Finally, a compact, portable 
system provides further flexibility in the application of the 
technique.  Data are presented that show the versatility of 
the technique. 
 
1. Introduction 
 We have developed a family of techniques for the 
contactless measurement of recombination parameters in 
photovoltaic materials[1,2].  We have successfully measured 
the recombination lifetimes in Si, Ge, SiC, GaAs, InGaAs, 
CdTe, CdS and many other materials of interest to the 
photovoltaic community.  We have named the technique 
"resonant-coupled photoconductive decay". This method is 
an improvement of earlier radio frequency photoconductive 
decay methods. In this technique, the sample becomes a 
passive component of an antenna array that operates in the 
400 MHz to 1000 MHz frequency range.  The sensitivity 
has been improved so that incident light pulses of less than 
1011 photons/cm2 have been used to successfully measure the 
lifetime in high mobility materials. At a pulse rate of 20 pps, 
this corresponds to an average light flux of less than 1.0 
µW/cm2. The technique is versatile and allows measurement 
of samples varying in size from small thin films to large 
diameter (8-10 inch) silicon wafers and ingots.  We have 
four systems in operation including a new, compact system 
that is primarily dedicated to silicon measurements, 
although it can be successfully used for a number of other 
materials.  A reliable infrared-pulsed light system uses a 
YAG laser pumped optical parametric oscillator (OPO) to 
cover the excitation wavelengths from about 700 nm to 
2500 nm.  A visible system uses a YAG-pumped OPO to 
cover the visible wavelength range from 400 nm to 700 nm.  
A flashlamp source allows measurement of recombination 
lifetimes using a broadband light spectrum that simulates 
photovoltaic energy sources.  Finally, a new low 
temperature system allows RCPCD measurements to be 
made from 77 K to 300 K. 
 Figure 1 shows typical photoconductive decay data, 
which was obtained by measuring an 8-inch, thermally 
oxidized silicon wafer that is of integrated circuit quality.   

 
 
Fig 1.  RCPCD data for 8-inch diameter, thermally oxidized 

integrated-circuit grade silicon wafer. 
 
 The data show the typical low- and high-injection 
lifetimes that are typical of recombination dominated by 
Shockley-Read-Hall defects. 
 
2. Mobility and Diffusion Length 
 Recent expansion of the technique allows the 
determination of the minority-carrier mobility and diffusion 
length.  Another new feature, using the energy-wavelength 
calibrated OPO sources, allows one to perform a contactless 
internal spectral response measurement of any material 
using the RCPCD diagnostic.  This is especially useful in 
evaluation of materials prior to device fabrication.  Figure 1 
shows the spectral response of an IC grade silicon wafer 
after ion implantation with arsenic and after a rapid thermal 
anneal process to remove the implantation damage.  The 
diffusion length and lifetime are, of course, markedly 
improved after the RTP process.  For this work, we calibrate 
the OPO source in terms of photons/pulse cm2 for the entire 
wavelength range.  The RCPCD signal is normalized to the 
incident photon flux at each wavelength.  It can be shown 
that the photoconductive signal per incident photon is given 
by: 

                          Q(hν)= q
2

KT Ln2 + Lp2                            (1) 
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 The response, Q, is obtained by numerically integrating 
the area under the photoconductive decay curve. 
 In Figure 2, the diffusion length is reduced by ion 
implantation damage, such that the average diffusion length 
is about a factor of 4 less after the implantation. The data for 
the initial, unimplanted wafer and the RTA-processed wafer 
are essentially identical.  Thus, the RTA process restores the 
mobility transport to the condition of the virgin crystal. 
 

 
 

Fig 2. Internal spectral response of a high quality silicon 
wafer, before and after rapid thermal annealing. 

 
 In summary, by scanning the incident wavelength, we find 
the diffusion length corresponding to various penetration 
depths of the excitation light.  In this way, a diffusion length 
profile is obtained as a function of depth from the incident 
surface.  The pulse height of the RCPCD signal, when 
divided by the incident light flux, is a relative measure of 
the ambipolar mobility.  If we use a calibration crystal, for 
which the mobility is known, an absolute value of mobility 
can be calculated.  
 Finally, wavelength tuning is also useful in identifying 
impurity-activated photoconductivity in semiconducting 
materials.  We find sub-bandgap photoconductive peaks that 
can be linked to specific impurity transitions in the sample. 
 
3. Temperature Dependent RCPCD 
 The temperature variable RCPCD system has been used to 
measure the energy levels of active traps or band offsets in 
semiconductors.  Figure 3 shows an Arrhenius plot of the 
photoconductive decay time of epitaxial In(0.53)Ga(0.47)As 
grown on InP.  The open data points are from measurements 
on an undoped sample, whereas the solid data points are 
from a Zn-doped sample.  The time dependent decay 
characteristics are very different for the two sample types.  
The doped sample shows two decay regimes with activation 
energies of 130 mev and 22 mev.  The latter, seen at the 

lowest temperature, corresponds to the Zn acceptor 
transition, whereas the higher energy decay is related to an 
unknown deeper defect level. The undoped sample indicates 
a decay time that increases with increasing temperature, and 
is indicative of a midgap recombination center rather than a 
trap.    
 

 
 

Fig 3.  The emission rate (inverse photoconductive decay 
time) of In(0.53)Ga(0.47)As as a function of temperature. 

  
 Another presentation [3] at this conference will describe 
temperature dependent analysis of GaAsN. 
 
4. Summary 
  In summary, the RCPCD technique produces data with a 
large amount of information about the minority-carrier 
properties of semiconductors.  As the technique is 
contactless, it is highly suited for the characterization of 
photovoltaic materials. 
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ABSTRACT 
 
Monolithic multijunction (MJ) solar cells consist of 

several single solar cells of different spectral sensitivity 
connected in series.  These solar cells are current-limiting 
devices, and in order to measure the response of each 
individual cell, the junction to be measured should be 
current limiting.  Electron-beam-induced-current (EBIC) 
measurements are particularly difficult because the 
excitation is restricted to an individual cell and current-
limiting effects tend to cancel the EBIC.  We have 
developed a technique to measure the EBIC of each 
individual cell while light biasing the MJ cell.  Results using 
light-biasing EBIC are illustrated for dual-junction (DJ) 
InGaP/(In)GaAs solar cells. 

 
1. Introduction 

 
In space photovoltaics, the high-efficiency 

commercially available leading technologies are the dual-
junction In0.51Ga0.49P/GaAs and triple-junction 
In0.51Ga0.49P/GaAs/Ge solar cells.  The maximum practical 
efficiency for a solar cell (32.2% at 1-sun, AM1.5) has been 
achieved with a triple-junction device.  Although the 
development of multijunction solar cells is mainly driven by 
space applications, terrestrial systems based on 
concentrators are indeed highly attractive for these devices.  
The design of MJ cells for high efficiency requires matching 
the current density of each individual solar cell to the solar 
spectral irradiance.  Another requirement has been the use 
of lattice-matched semiconductors to prevent extended 
defects from forming in the epilayers.  However, higher 
efficiency should be more attainable when the design is 
done without added requirements.  Indeed, whereas the 
In0.51Ga0.49P/GaAs has no degree of freedom to suit the solar 
spectrum, this is not true for the InGaP/InGaAs tandem, 
where the indium content might be chosen to optimize the 
spectral sensitivity.  Buffer engineering can then be applied 
to accommodate the lattice mismatch.  This concept may be 
critical in expanding the triple-junction cell to quadruple-
and quintuple-junction devices and so on.  Electron-beam-
induced-current (EBIC) measurements are well suited to 
investigate the electronic characteristics of defects and to 
estimate the diffusion lengths and surface recombination 
velocities of each component of the tandem.  However, 
these measurements are particularly difficult because the 
beam excitation is restricted to an individual cell and 
current-limiting effects tend to cancel the EBIC.  We have 
developed a technique to measure the EBIC on 
multijunctions by light-biasing the cell.  Results using light-
biasing EBIC are illustrated for dual-junction 
InGaP/InGaAs solar cells. 

2. Experimental technique 
 
Several dual-junction (DJ) solar cells have been 

investigated.  One of them is the conventional DJ 
In0.51Ga0.49P/GaAs of n-p polarity commercialized by 
Spectrolab, where the InGaP top and the GaAs bottom 
cells are lattice matched.  To explore mismatched systems, 
In0.65Ga0.35P/In0.17Ga0.83As and In0.49Ga0.51P/ In0.03Ga0.97As 
DJ devices of n-p polarity were fabricated on GaAs 
substrates by metal-organic vapor-phase epitaxy [1]. 

For EBIC measurements, the cells were mounted on a 
modified stage with an optical fiber attached to it.  The 
EBIC was detected using a low-input impedance 
picoamplifier.  The optical fiber provided external 
illumination to the solar cell inside the chamber of the 
scanning electron microscope.  Light-biasing EBIC 
measurements are then accomplished by a filtered light 
source.  The measurements were made under short-circuit 
conditions. 

 
3. Dual-junction model 

 
The current densities for both the top and bottom cells 

are given by 

ph
TkqV

s J)1e(JJ B −−= , (1) 

where Js is the saturation current density and Jph is the 
photocurrent density.  The top and bottom cells are 
connected in series.  Assuming superposition, the 
characteristics for the dual-junction cell are estimated by 
addition of the subcell voltages for each current density.  In 
the short-circuited cell (V=0, Vtop = -Vbot = Vsc), one of the 
cells is forward biased and the other is reversed biased.  If 
the photocurrent density is higher in the top cell, this cell 
will be forward biased and, 
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the current will be limited by the bottom cell photocurrent.  
These solar cells are then current-limiting devices, and in 
order to measure the response of each individual cell the 
junction to be measured should be current limiting [2].  
Cross-sectional EBIC measurements are particularly 
difficult because the excitation is restricted to an individual 
cell and current-limiting effects tend to cancel the EBIC.  
Only a residual current is measured when the electron 
beam crosses the interconnecting tunnel junction and both 
the top and bottom cells are excited. 
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4. Results and discussion 

 
Figure 1 shows a cross-sectional EBIC image of the 

mismatched In0.65Ga0.35P/In0.17Ga0.83As tandem cell.  The 
cell was illuminated through the front surface by the optical 
fiber with non-filtered light.  The photocurrent is then 
excited at both subcells.  Thus, there is no current-limiting 
junction for the EBIC, because JEBIC << Jph.  The lateral 
resolution of the EBIC is sufficient to resolve the top  and 
bottom junctions.  The diffusion lengths at the p-type 
In0.65Ga0.35P and In0.17Ga0.83As bases are estimated to be less 
than 0.5 µm.  This is due to the mismatch. Otherwise, 
diffusion lengths are longer than 2 µm, as for the nearly 
matched In0.49Ga0.51P/ In0.03Ga0.97As tandem.  In that case, 
the resolution of the EBIC is not adequate to resolve the  
subcells (see Fig. 2). Illuminating the cell using a filter 
around 750 nm, photons are transmitted by the top cell and  
absorbed at the bottom cell. The current-limiting junction is 
then the top cell and the EBIC is generated there (see Fig. 
2). Using a filter around 450 nm, photons are absorbed at 
the top cell and the EBIC is excited at the current-limiting 
bottom cell. Therefore, the lateral resolution of the EBIC 
has been improved by light biasing. Diffusion lengths and 
surface recombination velocities are estimated individually 
for each subcell.  

This technique is particularly valuable in defect 
imaging. At electron-beam energies over 20 keV, the beam 
excites both cells, and an induced current arises. Fig. 3a is 
an EBIC image showing misfit dislocations at the 
mismatched interfaces for the In0.65Ga0.35P/In0.17Ga0.83As 
tandem cell. However, at beam energies below 10 keV, the 
excitation is confined within the top junction. The bottom 
junction is current limiting and the EBIC is canceled. On 
the other hand, when light-biasing the front surface of the 
cell using a 750-nm filter, the current is limited by the top 
cell. An image of the defects present at the top cell is 
obtained; in this particular cell, threading dislocations 
extend across the InGaP epilayer (see Fig. 3b) 

 

 
5. Conclusions 

 
Light-biasing EBIC has proven to be very useful in 

measuring the individual cells of multijunctions. The 
estimate of diffusion lengths, surface (interface) 
recombination velocities, and defect recognition in each 
subcell are the most attractive capabilities of this method. 

 
 

REFERENCES 
[1] A.W. Bett, R. Adelhelm, C. Agert, R. Beckert, F. 
Dimroth and, U. Schubert. “Advanced III-V solar 
structures grown by MOVPE,” Solar Energy Materials and 
Solar Cells 66(2001) 541-550. 
[2] G.F. Virshup and J.G. Werthen. ‘Spectral response 
measurements of two-terminal multi-junction solar cells,” 
in Proceedings of the 18th IEEE PVSC (1985) 618-622. 

 

 

1 µµµµm

bottom
 junction

top junction

Figure 1. EBIC image of a DJ 
InGaP/InGaAs solar cell

1 µµµµm

bottom
 junction

top junction

1 µµµµm

bottom
 junction

top junction

Figure 1. EBIC image of a DJ 
InGaP/InGaAs solar cell

(a) (b)

10 µµµµm
Figure 3. Defect imaging by EBIC: (a) 

bottom cell, (b) top cell

(a) (b)

10 µµµµm
Figure 3. Defect imaging by EBIC: (a) 

bottom cell, (b) top cell

1 µµµµm

f. 750 
nmf. 450 

nm

EB
IC

Figure 2. Light-biasing EBIC

1 µµµµm

f. 750 
nmf. 450 

nm

EB
IC

Figure 2. Light-biasing EBIC

1 µµµµm

f. 750 
nmf. 450 

nm

EB
IC

Figure 2. Light-biasing EBIC

290



 

 

Analysis of Nitrogen Incorporation in Group III-Nitride-Arsenide Materials Using a  
Magnetic Sector Secondary-Ion Mass Spectrometry (SIMS) Instrument 

 
R. C. Reedy, J. F. Geisz, S. R. Kurtz, R. O. Adams, and C. L. Perkins 

National Renewable Energy Laboratory 
1617 Cole Boulevard, Golden, CO  80401 

 
 

ABSTRACT 
 
Group III-nitride-arsenide materials are currently under 

extensive study at NREL because small amounts of nitrogen 
can lower the alloy’s bandgap significantly [1].  The growth 
of high-quality, low-bandgap alloys, lattice matched to 
GaAs is important for increasing the efficiency of multi-
junction solar cells [2].    Comparisons are made among 
nitrogen levels measured by SIMS, bandgaps determined by 
a Polaron Profiler, and lattice constants measured by x-ray 
diffraction (XRD.  The choice of primary ion beam, matrix 
species, nitrogen species, and determination of mass 
interference contributions are all important in the 
optimization and precision of the SIMS measurements.  
Quantification is discussed in relation to ion implantation 
standards and their measurements.   

 
1. Introduction 

The purpose of studying Group III-nitride-arsenide 
materials is to add low-bandgap materials to a multi-
junction solar cell and increase the overall efficiency. 
GaAsN and GaInAsN alloys grown to date have exhibited 
poor optoelectronic properties.  The cause of the poor 
quality is unknown, though it is possible that carbon and 
hydrogen impurities degrade these materials.  Accurate and 
precise measurements of nitrogen in these materials are 
crucial.  SIMS is one of the few techniques that can 
accurately quantify hydrogen, carbon, and nitrogen in 
semiconductor materials at levels of less than 1 atomic % 
concentration. 

 
2. Experimental Method 

The Group III-arsenide-nitride epitaxial layers were 
grown by atmospheric pressure metal-organic, chemical-
vapor deposition (MOCVD).  The rocking-mode, XRD 
measurements used the (400) GaAs reflection of Cu 
radiation.  The ∆θ values are the difference between the 
Bragg angle of the GaAs substrate and that of the epilayer.  
The nitrogen content of GaAs1-XNX was estimated from 
x=2x10-5∆θ (arc sec), which assumes that the layers are 
coherently strained. The bandgap was determined from the 
wavelength dependence of the photocurrent of an aqueous-
semiconductor junction formed on a BioRad Polaron 
Profiler [3]. 

The SIMS measurements were performed with a 
Cameca IMS-5F instrument.  The samples were sputtered 
with 14.5 keV Cs+ at an angle of 25° from the surface 
normal.  A square area of 150 µm x 150 µm was raster-
scanned.  In the sample chamber, a cryoshield at liquid 
nitrogen temperature was used, and the working pressure 
was 2x10-10 torr.  The secondary ions generated from the 

sample were accelerated normal to its surface and were 
detected at 4.5 keV.  The ions Ga- and (N+As)- were 
collected from a 60-µm-diameter area in the center of the 
raster-scanned area to minimize crater edge effects. 

 
3. Discussion of Materials 

The addition of nitrogen to GaAs is known to reduce 
both the bandgap and the lattice constant.  Fig. 1(a) shows 
that the shift in the Bragg angle (reduction in lattice 
constant) is well correlated with the decreased bandgap.  
Fig. 1(b) compares the nitrogen concentration measured by 
XRD and by SIMS.  Fig. 1 implies that the XRD data can be 
used as an indication of the nitrogen content of GaAsN 
samples.  Partial relaxation of the layers may introduce an 
error in the estimated nitrogen. 
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Fig. 1. (a) Bandgap and (b) nitrogen measured by SIMS plotted versus ∆θ 
of the (400) reflection.  Nitrogen levels are presented as a percentage of 
Group V, i.e., x from GaAs1-XNX, x =1%N = 0.5 at.%N. 
 

In addition to N measurements, SIMS is also very 
useful in determining H and C contamination.  Carbon 
levels were compared to background hole concentrations 
measured by capacitive-voltage profiling using a BioRad 
Polaron Profiler.  Carbon contamination can explain much 
of the observed hole concentration, but not all.  Efforts were 
made to reduce H contamination by using NF3 as the N 
source and N2 as the carrier gas with little success.  Arsine is 
now thought to be the most likely source of the H 
contamination. 
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4. SIMS Measurement Conditions 
Cs+ is the preferred primary beam because O2

+ 
sputtering induces roughening, which in turn affects depth 
resolution and signal levels.  We also detect common light-
element contaminants while sputtering with the Cs source.  
The matrix species Ga is preferred over As because N 
substitutes for As on the Group V site.  At levels less than 1 
atomic %, this is not an issue.  At greater than 1atomic %, 
the margin of error increases with an increase in alloy 
composition.  The ionization efficiency for Ga is higher 
while observing positive secondary ions; the reverse is true 
for As.  For maximum precision, it is desired to detect all 
signals on the electron multiplier; therefore, Ga- and As+ are 
preferred. 

Fig. 2 is a typical quantified depth profile of GaAsN 
deposited on a GaAs substrate.  The nitrogen species 
(N+As)- was selected for higher ionization efficiency than 
N+, which is subsequently higher than N-.  At levels less 
than 1% N, the benefits of a higher efficiency overrule the 
small errors introduced by N for As substitution. Hydrogen, 
carbon, and sometimes oxygen are introduced into GaAsN 
layers during growth.  The SIMS instrument vacuum system 
also contributes to the light-element background.  (Ga+N)- 
is avoided due to strong mass interferences from (71Ga+C)- 
and (69Ga+O)-.  High mass resolution can be employed; 
however, transmission is reduced and high precision made 
more difficult.  High-precision sample holders are used that 
have been shown to improve measurement reproducibility 
from 24% to 4% [4]. 
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Fig. 2. SIMS depth profile of NGaAs/GaAs.  Ga and As are not quantified 
but are plotted as raw data.  Arsenic is measured on the Faraday Cup. 

 
5. Quantification 

Calibration is performed by first measuring ion implant 
standards to obtain relative sensitivity factors or RSFs [5].  
Quantification is then obtained from CE = (RSF) IE / IM 
[atoms/cm3], where E is the element of interest, and IE and 
IM the secondary-ion intensity for E and the matrix, 
respectively.  The ion implant dose is derived from the 
integration of the implanter current.  Corrections are made 
for any co-implanted species identified during the implant 
characterization. SIMS ion implant standards are typically 

verified by use of the Rutherford Backscattering (RBS) 
technique.  The detection of light elements is poor with 
RBS; therefore, the nitrogen standards were not verified but 
compared to other N implants. 

Auger electron spectroscopy (AES) and X-ray 
photoelectron spectroscopy (XPS) were also used, but failed 
to detect nitrogen in these samples.  The AES analysis was 
performed with a PHI 670 nanoprobe; the primary beam 
conditions were 5 kV and 20 nA.  The XPS instrument used 
is a PHI Model 5600.  The X-ray source is magnesium; 
accelerating voltage is 15 kV generating the Mg k-alpha X-
ray.  Fig. 3 shows the XPS spectrum in the region near 397 
eV where N should be observed.  The detection limit for 
nitrogen in both of these instruments is about 1 atomic %. 

  

3.4

3.2

3.0

2.8

2.6

2.4

 c
/s

 (x
1E

4)

440 420 400 380 360
 Binding Energy (eV)

 GaAs

 GaAsN

 
 
Fig. 3. XPS spectra from a GaAs wafer and a GaAsN (1 at. % nitrogen) 
sample.  Nitrogen peak should be present at 397eV. 
 
6. Acknowledgements 

This work was completed at the National Renewable 
Energy Laboratory under DOE contract number DE-AC36-
99G010337. 

 
REFERENCES 

 
[1] M. Kondow, K. Uomi, A. Niwa, T. Kitatani, S. Watahiki 
and Y. Yazawa, Jpn. J. Appl. Phys. 35 (1996) 1273-1275. 
 
[2] S. R. Kurtz, A. A. Allerman, E. D. Jones, J. M. Gee, J. J. 
Banas and B. E. Hammons, Appl. Phys. Lett. 74 (1999) 729-
731. 
 
[3] J. F. Geisz, D. J. Friedman, J. M. Olson, S. R. Kurtz, and 
B. M. Keyes, J. Cryst. Growth 195 (1998) 401-408. 

 
[4] C. M. Jones and F. L. Morgan, “Very High Precision 
Sample Holders,” in Proceedings of the XI International 
Conference on SIMS, 1997, Orlando, FL, 719-726. 

 
[5] R. G. Wilson, F. A. Stevie, and C. W. Magee, Secondary 
Ion Mass Spectrometry, A Practical Handbook for Depth 
Profiling and Bulk Impurity Analysis (John Wiley & Sons, 
New York, 1989), p. 3.1-1. 

292



Ion Beam Synthesis, Microstructure, and Optical Properties of GaAsN Nanostructures  
 

X. Weng,1 S. J. Clarke,1 R.S. Goldman,1,* A. Daniel,2 R. Clarke,2 J. Holt,3 J. Sipowska,3 A. Francis,3 and V. Rotberg4 

 

1Department of Materials Science and Engineering 2Applied Physics Program 3Department of Chemistry 
4Department of Nuclear Engineering and Radiological Sciences, University of Michigan, Ann Arbor, MI 48109 

*Corresponding author: rsgold@engin.umich.edu, (734)647-6821 
 
 

ABSTRACT 
 

We have investigated the ion beam synthesis, 
microstructure, and optical properties of GaAsN 
nanostructures.  Transmission electron microscopy indicates 
the formation of crystalline nanostructures with lattice 
parameters close to those of pure cubic GaN.  These 
nanostructures exhibit significant photoluminescence in the 
near infrared range.  The apparent lowering of the 
fundamental band gap may be due to the incorporation of a 
small amount of As in GaN. 
 
1. Introduction 

Due to its tunable band gap in the near-infrared and 
simultaneous lattice-matching with GaAs, GaInNAs has 
recently emerged as a very promising candidate for the third 
junction in a high performance multi-junction solar cell [1].  
To date, only a few percent N has been incorporated into 
nitride-arsenide structures synthesized by conventional 
epitaxial methods.  An alternative approach is to implant 
nitrogen into III-As compounds, followed by an appropriate 
annealing sequence [2,3].  At present, the relationship 
between the microstructure and optical properties of ion 
beam synthesized nitride-arsenide structures remains 
unexplored.  In this paper, we present a correlation between 
the microstructure and optical properties of nitride-arsenide 
nanostructures synthesized by nitrogen ion implantation into 
epitaxial GaAs, followed by rapid thermal annealing. 

 
2. Experiment 

For these investigations, ~2 µm thick epitaxial GaAs 
films grown on (001) GaAs were implanted with 100 keV 
nitrogen ions using a dose of 5×1017 cm-2. During 
implantation, the substrate temperature was maintained at 
300°C.  Some of the implanted samples were subsequently 
rapid thermal annealed at 750, 800, or 850°C for 30 
seconds.  A retained nitrogen dose of ~3×1017 cm-2 was 
confirmed via nuclear reaction analysis using the reaction 
14N(d,α)12C [4].  TEM imaging and electron diffraction were 
carried out in a JEOL 4000EX operating at 400kV and a 
JEOL 2010FX operating at 200kV.  

 
3. Results and Discussion 

Fig. 1 shows dark field TEM images and corresponding 
selected area diffraction patterns of as-implanted and 750°C 
annealed samples. Both images show evidence of highly 
damaged (1) surface and (3) near-substrate regions 
surrounding a (2) ~150 nm middle layer.  For the as-
implanted sample shown in Fig. 1 (a), the middle layer 

appears opaque, suggesting that it is amorphous.  This is 
also indicated by the selected area diffraction (SAD) pattern 
shown in Fig. 1 (b), which contains both diffraction spots 
associated with cubic GaAs, and a diffuse ring presumably 
due to the amorphous layer. For the 750°C annealed sample 
shown in Fig. 1 (c), the middle layer contains a high density 
of bright dots, suggesting the formation of small crystallites.  
The corresponding SAD pattern in Fig. 1 (d) contains the 
cubic GaAs spots and the diffuse ring, plus additional rings 
due to crystalline regions with various orientations.  
Indexing of the diffraction pattern suggests the presence of 
cubic crystallites with a lattice parameter of 4.501Å, similar 
to that of pure cubic GaN [5].  It is interesting to note that 
the GaN-rich nanocrystals have apparently chosen to 
nucleate in the cubic form in a seemingly amorphous 
matrix, even though the wurtzite form of GaN is most stable 
thermodynamically [6].  This suggests that the seemingly 
amorphous matrix may possess some short-range order.  In 
particular, it is likely that the majority of atoms retain their 
tetrahedral coordination, and some of them may act as the 
crystal nucleation site.  Indeed, evidence of such short-range 
order has been found in GaAs amorphized by Ga and As co-
implantation [7]. 

Fig. 1: Dark field TEM images of (a) as-implanted sample 
and (c) sample annealed at 750°C.  (b) and (d) are the SAD 
patterns corresponding to (a) and (c), respectively.   
 

Fig. 2 shows a HRTEM image of the middle layer of a 
sample rapid thermal annealed at 800°C.  Crystallites with 
diameters of ~5-10 nm, in an apparently amorphous matrix 
are evident.  For the 750°C annealed sample, most of the 
nanostructures are smaller than 5 nm, while for the 850°C 
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annealed sample, the nanostructure diameters range from 10 
to 20 nm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: HRTEM image and corresponding SAD pattern for 
the sample annealed at 800°C.  The zone axis is <110>. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: Photoluminescence spectroscopy of the (a) un-
implanted, (b) as-implanted, (c) 750°C annealed, (d) 800°C 
annealed, and (e) 850°C annealed samples. 
 

Fig. 3 shows photoluminescence spectra of (a) un-
implanted, (b) as-implanted, and (c)-(e) implanted plus 
annealed samples.  In addition to the ~1.5 eV emission 
associated with GaAs present in all of the samples, an 
emission at ~1.27 eV is apparent in the annealed samples.  
Similar emissions near 1.3 eV, observed in earlier ion beam 
synthesis studies, were attributed to the formation of low 
nitrogen content GaAs1-xNx alloys (with x<~0.018) [3]. 
However, in those studies, the microstructure of the samples 
was apparently not investigated and therefore, the existence 
of the As-rich GaAsN alloys was not confirmed.  Our 
studies suggest instead that this emission is related to the 
formation of GaN-rich nanostructures.  Preliminary depth-
dependent cathodoluminescence spectroscopy 
measurements also support this conclusion [8].  It is 
interesting to note that the band gap energy (~1.27 eV) of 

these GaN-rich nanostructures is significantly smaller than 
that of the bulk cubic GaN (~3.3 eV [9]).  The incorporation 
of ~4 at% As into GaN is predicted to lower the bandgap to 
~1.27 eV [10].  Using a linear interpolation of GaAs and 
GaN lattice parameters, this corresponds to an alloy, 
GaAs0.08N0.92, with a lattice parameter of ~4.59 Å, within 
2.0% of our electron diffraction results. 
 
4. Conclusions 

In summary, we have synthesized GaN-rich 
nanostructures by nitrogen ion implantation into epitaxial 
GaAs films and subsequent rapid thermal annealing.  These 
nanostructures possess symmetry and lattice parameters 
similar to that of cubic GaN.  Photoluminescence 
spectroscopy shows a significant emission at ~1.27 eV for 
the implanted plus annealed samples, apparently related to 
the GaN-rich nanostructures.  The lowering of the 
fundamental band gap of these nanostructures may be due to 
the incorporation of As into GaN. 
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Table I.  Impurity Area Density for Al, Cu, and Fe    

Cycle #                  Area Density (cm-2) 
  Al Cu Fe 
1 6.18x1013 1.68x1013 6.54x1012 
2 8.44x1015 6.77x1012 1.85x1014 
5 1.76x1014 9.16x1012 1.74x1014 
Bulk (100µm) 2.50x1018 8.00x1016 3.00x1018 
Cycles Needed 865 229,000 20,5000 
 

Table II. Boron Concentration After Gaseous Melt Treatment 

Treatment B (cm-3) 
Dry argon (control) 2.10x1018 
Argon bubbled through 37% ammonia solution 1.35x1018 
Dry nitrogen  1.30x1018 
Argon bubbled through distilled H2O 8.00x1017 
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ABSTRACT 

 
Demand for reject electronics-grade silicon (EG-Si) 

feedstock will exceed the supply (8,000 metric tons/yr) by a 
factor of 2 to 4 by the year 2010. The photovoltaics industry 
would benefit from a low-cost supply of supplemental 
feedstock.  We report research on four alternative methods 
for purification of metallurgical-grade silicon (MG-Si) to 
target levels suitable for solar-grade silicon (SoG-Si) use: 
(1) repetitive porous MG-Si etching, gettering, and surface-
removal of impurities; (2) MG-Si gaseous melt treatment; 
(3) MG-Si purification by recrystallization of Si from MG-
Si/metal solutions; and (4) iodine chemical vapor transport 
purification of MG-Si.  Process descriptions and crystal 
growth and device results are presented. 

 
1. Introduction 

Eighty-seven percent of the more than 300 MW of 
photovoltaic (PV) modules sold per year are made from 
crystalline silicon. About 30,000 metric tons of solar-grade 
Si feedstock will be needed by the year 2010 [1], if the 
market continues to grow at 30%/year. We report research 
on four novel methods (listed in the abstract) for 
purification of low-cost, metallurgical-grade silicon (MG-
Si). 

 
2. Porous Etch Gettering/Removal of MG-Si Impurities 

A treatment cycle started with porous Si etching, which 
creates preferential sites for impurity gettering, at room 
temperature using HNO3/HF (1/100) for 6 min.  Second, to 
facilitate diffusion of impurities to energetically favorable 
sites at surface, annealing was carried out for 30 min at 
950ºC in an argon ambient.  Third, the porous Si surface 
layer containing accumulated impurities was converted to 
SiO2 by oxidation at 950ºC using an O2 ambient and a 
prescribed cooling profile. Finally, the impurity-containing 
oxide layer was removed by a 10% HF solution dip for 10 
min.  We repeated the treatment cycle up to five times. By 
analyzing SIMS impurity profile data, we could project the 
number of cycles that would be necessary to meet the 
minimum purity requirements for SoG-Si. From 800 to 
more than 10,000 cycles would be required for bulk 
purification as shown in Table I – unrealistic in practice.  

 
3. MG-Si Gaseous Melt Treatment  

We focused on boron removal from high-purity silicon 
melts doped with 20 ppm or 2x1018 atoms!cm-3 B. In 
separate experiments, four different gases [argon (Ar) for a 
control, Ar bubbled through distilled water, Ar bubbled 
through 37% ammonia solution, and ultra-high purity N2] 
were introduced at about 1.5 liter/min through a quartz tube 
placed 2 mm above the melt for a treatment time of 2 h.  
The melts were then directionally solidified at a cooling rate 
of 1o C/min in a temperature gradient.  Resistivity was used 
to determine resultant B concentration. Table 2 summarizes 
the resistivity measurements for each test.  The most 
effective melt treatment was moist Ar.  There was a 40% 
reduction of boron for a 2-h run.  More B reduction is 
necessary for MG-Si purification, which could be achieved 
by processing the melt for longer times and bubbling the gas 
through the melt instead of directing it at the surface to 
improve the purification efficiency. 

4.  Recrystallization of Si from MG-Si/Metal Solutions 
If we use metals as solvents to dissolve MG-Si, 

recrystallization takes place at a much lower temperature 
than the 1412oC Si melting point.  Most impurities exhibit 
retrograde solubility in silicon with peaks around 1300°C. 
Some of the most harmful elements in metallurgical-grade 
silicon, such as Ni, Co, Fe, and Cr, have their solubility in 
silicon decreased by more than one order of magnitude 
(from that at the silicon melting point) if the crystallization 
is done at temperatures below ~800°C.  

An example of this eutectic recrystallization approach 
is the segregation coefficient kAl of Al during Si 
recrystallization from a Al-Cu-Si ternary solution, based on 
the regular solution model: 
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where x represents mole fractions, γ the activity coefficients, 
Ω the interaction parameters, R the Rydberg constant, and T 
the temperature. 

Because both Ωl
SiAl  and Ωl

SiCu  are large positive numbers, 
Si-Al and Si-Cu interactions are repulsive in nature.  Ωl

AlCu 
is negative, implying an attractive interaction between Al 
and Cu. Therefore, Cu in the growth solution will not only 
dilute Al, but will also retain Al in the liquid. A similar 
coupled analytical/experimental approach is under way for 
other silicon/metal solvent combinations.  
 
5.  Iodine Chemical Vapor Transport Purification  

From our work on growth of thin-layer Si at atmospheric 
pressure [2], we know that iodine reacts with Si to form SiI4, 
which reacts further with silicon to form SiI2.  SiI2 
decomposes easily at high temperatures, with a silicon 
deposition rate >5µm/min when the source Si temperature is 
>1200°C and the substrate temperature is 1000°C.  With 
MG-Si as the source material, impurities may be effectively 
removed in several ways: (1) differing free energies of 
formation; (2) distillation (e.g., at one atmosphere, carbon 
tetraiodide boils at 19°C higher than SiI4 and phosphorous 
triiodide at 63°C lower); and  (3) differing standard free 
energies of formation, affecting the tendency for reduction 
in the deposition zone.  Distillation has been reported in 
earlier literature, so we focused on steps (1) and (3).   

Large-area substrates were used for iodine chemical vapor 
transport (ICVT) growth of thick Si layers from a MG-Si 
source.  The Si was harvested and melted as feedstock for 
Czochralski (CZ) crystal growth and analysis.  Table III 
shows the impurity levels in the MG-Si source and in the 
CZ crystal grown from ICVT-purified silicon.  All metal 
impurities are below detection limits and most other major 
impurities are significantly reduced, except for B, C, O, and 
P.  Addition of the distillation step (2) should reduce B, C, 
and P to the SoG-Si specification. The crystal was highly 
compensated, with ρ = 0.4 Ω-cm, p-type, near the seed end 
and 0.3 Ω-cm, n-type, near the tail end.  Diagnostic solar 
cells from seed-end wafers had an efficiency of 9.5%. 

 
6.  Summary and Discussion 

Of the novel MG-Si purification methods we presented 
here, ICVT is particularly attractive because it offers fast 
deposition rates and atmospheric-pressure operation.  We 
demonstrated effective reduction of metallic impurities by 
several orders of magnitude.  Coupled with SiI4 distillation 
[step (2) mentioned above] to remove B, P, and C, this 
could lead to a very practical and economical method for 
manufacturing SoG-Si feedstock.  Unlike the current silicon 
chlorosilane process for silicon feedstock, SiI4 distillation is 
much less complicated and has no SiHnCl4-n intermediate 
compounds.  Unlike the earlier SiI4-only based process that 
requires a vacuum system, our atmospheric pressure ICVT 
method is much faster and more convenient.  A patent 
application is in process based on this work [3].    

Porous-Si etch/gettering removal of impurities, although 
effective in the near-surface region, appears to be 
impractical for bulk purification because of the large 

number of process cycles that would be required.  We have 
laid the modeling groundwork for MG-Si purification via 
recrystallization of Si from MG-Si/metal solutions, and have 
done a few experimental tests that show promise.  However, 
considerable experimental work remains before a thorough 
assessment of this approach can be made. 

Gaseous melt treatment with moist argon showed 
promise for reducing boron levels, but would require longer 
treatment times (~11 h) or more efficient exposure to the 
liquid silicon than we used in our lab experiments.  We 
grew crystals and conducted analysis using a new type of 
SoG-Si feedstock developed by Crystal Systems.  It is 
obtained by gaseous and slagging treatments of melted, 
heavily boron-doped (~200ppma) reject EG-Si from the 
electronics industry.  The PV conversion efficiencies of 1-
cm2 devices made from CZ crystals we grew using the new 
treated hi-B EG-Si reject feedstock (14.0%, AR-coated) 
were up to 99% as high as those from CZ crystals we grew 
using EG feedstock.   
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Table III. Analysis of Impurities in MG-Si Arc Furnace 
Material and in a CZ Crystal Grown from ICVT-
Purified MG-Si (without the SiI4 distillation step) 

Element 
CZ-Si from ICVT 

[ppma] 
MG-Si source [ppma] 

B 4.157 14.548 
C 14.264 107.565 
O 17.554 66.706 
Mg <0.001 8.204 
Al <0.005 520.458 
Si Matrix Matrix 
P 6.801 21.762 
S <0.044 0.096 
K <0.007 <0.036 
Ca <0.007 44.849 
Ti <0.001 47.526 
V <0.001 143.345 
Cr <0.001 19.985 
Mn <0.001 19.938 
Fe <0.005 553.211 
Co <0.002 0.763 
Ni <0.002 22.012 
Cu <0.001 1.724 
Zn <0.002 0.077 
As <0.002 0.007 
Sr <0.0003 0.353 
Zr <0.0003 2.063 
Mo <0.001 0.790 
I <0.0002 <0.001 
Ba <0.0002 0.266 
W <0.0003 0.024 

< implies a level below the indicated detection limit. 
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ABSTRACT 
 

Over its 3-year PVMaT 5A2 program, ASE Americas 
achieved significant advances in its EFG technology. We 
implemented the use of SPC and DoE to help raise cell 
efficiencies by 0.5% absolute. Plasma etching of as -cut 
wafer edges was introduced to reduce acid use and 
strengthen the wafer.  Novel cell processing methods using 
rapid thermal processing were investigated. We 
demonstrated the growth of large diameter (50 cm) EFG 
cylinders 75-100 microns in wall thickness, and made solar 
cells of 13+% efficiency on curved wafers as thin as 150 
microns.  Development of a larger diameter octagon with 
12.5 cm faces is in progress. Flexible manufacturing 
methods involving computer aided manufacturing were 
developed for our expanded factory format and larger size 
(10 cm x 15 cm) EFG wafers introduced into our factory 
during wafer expansions from 4 to 20 MW. Diagnostic 
techniques for on-line process monitoring were developed in 
the areas of stress measurement, microcrack detection and 
octagon flatness measurement. High speed and low damage 
lasers for cutting of EFG tubes  were evaluated, and a new 
laser system capable of 2x current cutting speeds tested in 
production. Encapsulant and backskin material 
improvements and lower cost module designs were 
introduced in manufacturing.  Overall, we will exceed the 
25% module variable cost reduction goals for our program 
when all technology improvements are implemented.   

 
 

1. Introduction 
ASE Americas is completing the last year of its 3-year 

PVMaT 5A2 program.  The overall focus of the work was to 
develop manufacturing technology for EFG wafers which 
will achieve cost reductions in high volume manufacturing.  
During this time span, the EFG wafer manufacturing 
capacity in Billerica, MA has increased from 4 to 20 MW. 
Many of the new technology developments achieved in this 
subcontract have contributed toward improved 
manufacturing and lower costs in the EFG manufacturing 
line.  

The work in the program is  structured along three main 
tasks areas: Manufacturing Systems, Low Cost 
Manufacturing, and Flexible Manufacturing.  A description 
of the objectives and accomplishments for each task follows 
in the following sections. 
 

 
2. Manufacturing Systems  

This task has achieved its goal of reducing module 
variable production costs by 9%. Specific program 
objectives were: the implementation of computer aided 
manufacturing systems to aid in electrical and mechanical 
yield improvements (10% increase demonstrated in each 
area); development and implementation of ISO 9001 and 
ISO 14001 procedures leading to certification; and the 
reduction of chemical waste by 10%. 

To improve electrical and mechanical yield, we have 
introduced customized SPC charts into the manufacturing 
line, including laser power for wafer cutting, sheet 
resistivity resistance for junction characterization, front 
metalization grid element widths, and interconnect bond 
strength.  Design of Experiment matrices have continued on 
various process steps in the cell line to optimize AR coating 
and metal firing conditions. [1] Manufacturing line 
optimization has resulted in average line efficiencies of 14% 
and individual lots of 250+ cells exceeding 14.7%, with 
over 30% of the cells in these batches exceeding 15%. 
Documentation and Statistical sections of ISO 9001 
procedures have been more than 80% completed. A Gap 
                                                                                               

Figure 1.    Atmospheric Downstream Plasma™ [3] process 
for edge etching of laser-cut edges of EFG wafer stacks. Figure 
shows plasma flame which impinges on wafers held in carriers 
(not shown) rotated through the upper region of the flame.  
Reactant gas is introduced from below an argon flame, where 
it then dissociates into highly reactive ion species. 
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Audit was carried out for ISO 14001 [2]; more recent efforts 
toward certification have focused on development of an 
environmental policy statement and work instructions for 
handling hazardous wastes.  

We have introduced plasma etching of Si into our 
manufacturing line to reduce acid consumption (see Fig. 1). 
In this technology, coin-stacked wafers are placed in 
specially designed carriers and rotated through a plasma 
flame into which CF4 is injected.  Wafer carriers are rotated 
about their long axis for multiple runs, in order to expose all 
edges to the plasma.  Etching rates of the wafer edges are 
significantly enhanced over conventional plasma 
processing.  This process strengthens the wafer and reduces 
acid etch volume and resultant waste products by >50%. 
 
3. Low Cost Manufacturing 

This task had the objective of reducing costs through 
demonstration of: large diameter EFG tube growth, 
including thin wafer production (down to 100 microns) from 
EFG cylinders; development of advanced laser cutting 
systems for larger diameter EFG tubes–12.5 cm face 
octagons and thin cylinders; and demonstration of cell 
designs and processing technology capable of >15% 
efficiencies from thin wafers. 

An EFG growth system was developed for production 
of 50 cm diameter cylinders.  Solar cells of 13% efficiency 
and with thicknesses down to 150 microns were made on 
6 cm x 6 cm area wafers cut from cylinders. [4] Continued 
development of this process was halted because of a lack of 
suitable large graphite die material and thermal stresses 
which prevented high yield cylinder cutting.  We are using a 
heat transfer model to help in design of new hot zones for 
reducing stress in thin EFG tubes, and are implementing 
new diagnostic techniques developed for monitoring wafer 
properties to assist in this task.  The large diameter EFG 
technology was redirected to development of a growth 
system for larger circumference (+25%) octagons and laser 
cutting station that will produce 12.5 cm x 12.5 cm wafers. 

Manufacturing trials of several very high speed (>4x 
the standard speed of 25 mm/s) lasers were not successful. 
We have developed a 2x cutting speed laser, which has been 
tested on the production line.  Evaluation of a low damage 
laser was completed for cutting of thin cylinder wafers with 
reduced levels of damage.  Rapid Thermal Processing (RTP) 
methods have been studied to improve cell efficiencies and 
demonstrate increased throughput technology for thin EFG 
wafers. [5] EFG wafer bulk lifetime enhancement during 
RTP was studied in detail, which has guided cell process 
development in achievement of 15-16% cells made with 
RTP processing.  

The new thin cylinder technology or new cell 
processing methods which could reduce EFG wafer costs by 
up to 50% could not be implemented because of 
unanticipated technical problems. Production of 12.5 cm 
square EFG wafers and laser cutting improvements are 
anticipated to result in module variable cost reductions of 
5%. The shortfall in cost reductions targeted in this task is 
made up by the accomplishments in the following one. 
 

4. Flexible Manufacturing 
A module variable cost reduction of 5% was targeted 

for this task, but the development of new module materials 
and designs has increased this cost reduction to 16%. 

The flexible manufacturing methods developed under 
this program helped to improve yields, throughput and 
automation levels in the 20 MW EFG factory format and 
allowed effective introduction of diversified product lines in 
wafers, cells and modules.  These include new computer-
aided data collection, integrated data bases, machine up time 
monitoring software, and SPC. They have permitted 
achievement of large capacity expansions in EFG wafers 
and diversification from 10 cm x 10 cm to 10 cm x 15 cm 
size wafers, and to manufacturing with new module designs 
without sacrificing quality, yield and throughput. These 
developments allowed us to achieve overhead cost 
reductions in manufacturing.  

We further have worked on achieving continuous 
improvement of manufacturing processes through root mean 
cause failure analysis in wafer and module fracture, and 
module field performance.  Module design improvements 
include a new encapsulant, new backskin to replace costly 
back glass, glass qualification, and reduction of lamination 
process times.  

5. Conclusions 
We have sustained manufacturing line efficiency levels 

of 14%, which were demonstrated during the first half of 
this program. A new plasma etching process for wafer edges 
has reduced the need for extensive acid etching and reduced 
waste generation. Laser development has resulted in new 
technology capable of a 2x speed enhancement. A larger 
diameter octagon and cutting station is being developed for 
production of 12.5 cm x 12.5 cm area EFG wafers. We have 
identified factors in EFG cell design which limit cell 
efficiency and have demonstrated 15+% cells using RTP.  

Module variable cost reductions from the work carried 
out in this program will exceed 25%, and thus meet goals 
for this 3-year program at ASE Americas. 
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ABSTRACT 
Non-contact metrology of point and extended 

crystal defects is detrimental for electronic quality 
upgrading in multicrystalline silicon (mc-Si) for state-of-
the-art photovoltaic application. We report here on scanning 
lifetime, photoluminescence (PL) and electron beam 
induced current (EBIC) mapping of defects limiting a 
performance of solar cells and located in regions with high 
recombination activity. By comparing PL mapping with the 
distribution of dislocations using PVSCAN system, we 
present experimental evidence that intensive room-
temperature 0.8eV “defect” PL band corresponds to 
electrically active dislocation networks. At 4.2K a 
characteristic quartet of the dislocation D-lines is observed. 
One of these dislocation lines, D1, can be tracked as 
temperature increased and linked to the 0.8eV band. We 
also found using temperature dependent EBIC that the 
defect PL band originates at dislocations with low level of 
impurity contamination. 

 
1. Introduction 

Vigorous growth in the photovoltaic market over the 
past decade has been predominantly driven by advances in 
crystalline silicon technology. Multi-crystalline silicon (mc-
Si), which can be produced by ribbon or block-casting 
techniques, can meet both a low-cost production and a high 
efficiency requirement for solar cells. Since mc-Si wafers 
are inhomogeneous, this motivated development of 
mapping techniques to track recombination activity of 
defects across entire wafer and solar cell. We report here on 
PL, total dislocation and EBIC mapping of recombination 
centers in high recombination regions of mc-Si wafers. This 
approach allows monitoring of electrically active 
dislocations contaminated with point defect precipitates at 
room temperature. 

 
2. Samples and Methods 

Materials used in this study were full-size 4”x4” boron 
doped mc-Si wafers grown by EFG technique. Some wafers 
were subjected to various steps of solar cell processing. The 
details on PL and PVSCAN systems were published 
elsewhere [1].  

 
 

3. Results and Discussion 
Inhomogeneity in electronics properties of mc-Si 

wafers gives rise to distinct high and low lifetime regions. 
In the regions with high value of the lifetime, the PL 
spectrum at room temperature consists of the band-to-band 
line with the maximum at 1.09eV. On the contrary, regions 

with reduced minority carrier lifetime exhibit additionally 
an intensive “defect” PL band with the maximum at about 
0.8eV as shown in Fig. 1a. Recombination properties of the 
0.8eV band were described in Ref. [1].  

 
Fig.1 Temperature dependence of PL in EFG wafers.  
 

The intensity of the defect band is highly 
inhomogeneous across the wafer. We measured PL 
mapping of both PL bands and observed a distinctive 
reverse correlation of two maps. The regions with high 
band-to-band PL shows negligible defect luminescence, and 
opposite, strong defect band is observed in regions with 
reduced band-to-band peak. In Figure 2a we present room 
temperature PL map of the defect PL intensity. The light 
areas correspond to high PL intensity.   

To assess a possible origin of the defect band we 
performed PL spectroscopy at low temperature. At 77K, 
rich spectral features are now observed at energies below 
1.05eV. Two bands appear at 0.95eV and 1.00eV. At lower 
energies, the PL spectrum shows the defect maximum at 
0.80eV with a barely resolved additional band as a 
shoulder. This band was identified with defect maximum at 
room temperature. At 4.2K, the band-to-band emission is 
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replaced with exciton lines dominated by the TO-phonon 
replica of the boron bound exciton at 1.093eV. Along with 
the increasing in intensity between 77 and 4.2K, the PL 
bands below 1.05eV are now much narrower (~10meV) and 
exhibit additional sub-bands. The only exception is the 
0.8eV band, which retains a large half-width of ~60meV 
down to 4.2K.  

 
A numerical deconvolution of the 77K PL spectrum in 

the range of 0.72eV to 1.05eV revealed four Gaussian 
peaks assigned as D1’to D4’. A set of four similar PL lines, 
known as D1 to D4, with very close energies to those seen 
here, was previously observed and studied in detail in 
plastically deformed Cz and float-zone Si single crystals 
[2]. These bands are attributed to dislocations.  

 
Mapping of a total dislocation density was 

performed using scanning light scattering technique. In 
Figures 2 and 3 we illustrate a correlation of the defect PL 
band and dislocation density in the same EFG wafer. This 
result is consistent with data on cast mc-Si [1]. Areas with 
high dislocation density typically contribute to intensive 
defect band luminescence. To check further an assumption 
on dislocation origin of the defect band, we compared the 
band-to-band and defect band PL distributions in EFG 
wafer with recombination activity measured on the same 
wafer by temperature dependent EBIC [3]. Regions with 
high recombination activity of dislocations are clearly 
identified on high-resolution EBIC maps. In this PL/EBIC 
study, it became clear that the defect PL is associated with 
dislocations with moderate degree of impurity 
contamination. In fact, recombination activity of 
dislocations strongly depends on both metal impurity 
contamination and temperature. According to the model 
developed in Ref. [4], a moderate contamination level is 
exhibited as a reduction of EBIC contrast at high 
temperature compared to 77K. This is exactly a case of 
0.8eV PL band defects. If the contamination level is too 
low (“clear” dislocation) or too high (dislocation decorated 
by metal silicate precipitates) the defect PL band 
luminescence is vanished. However, a relatively low 
contamination level of dislocations, in the order of 10 
impurity atoms per micron of the dislocation length 
produces distinguishable defect band luminescence.  

 
This project demonstrates a utility of the 

spectroscopic room-temperature PL mapping to monitor 
electrically active dislocations at various contamination 
levels of precipitated defects.   
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Fig. 2 Mapping of defect band (a) and dislocation density 

(b) in EFG wafer  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.3 Line scans of the defect PL and dislocation density. 
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ABSTRACT 
 

We have modeled diffusion of H in a two-step Si3N4 
passivation process invoking the concept of “storage” of H.  
The H stored during nitridation is redistributed during a 
subsequent anneal.    The modeling results agree with this 
hypothesis, and the conclusions also appear to concur with 
the observations 
 
Introduction 

Hydrogen passivation is now used extensively in 
commercial Si solar cell fabrication.  Until recently, 
hydrogenation of solar cells was done as a separate solar 
cell fabrication step using either low-energy ion 
implantation or plasma processing. Plasma-enhanced 
chemical vapor deposition (PECVD) nitridation has enabled 
simultaneous deposition of Si3N4 (as an antireflection 
coating) and hydrogenation of the solar cell.  However, a 
detailed understanding of the mechanisms involved in such 
a process is lacking.  Concomitantly, each vendor optimizes 
the hydrogenation process empirically.  
 

Recently, it was suggested that hydrogenation occurs 
during rapid thermal processing (RTP) when H released 
from Si3N4 diffuses into Si.  This explanation does not 
consider H diffusion into Si during the nitridation itself.  
Here we show, through quantitative modeling, that H can be 
introduced into traps near the surface of Si solar cells during 
nitridation.  This “stored” H is de-trapped and redistributed 
during subsequent RTP anneal.  This mechanism explains 
most observations related to solar cell passivation. 
 
Hydrogen diffusion issues and modeling 

A good passivation process demands that H diffuse 
deep into the material so that the entire cell is passivated.   
However, it is a common experience that process 
temperature and time, required for optimizing H passivation, 
are much higher than expected on the basis of diffusivity of 
H in Si.  It is now known that this behavior is a direct result 
of H trapping by dopants, crystal defects, dangling bonds, 
point defects, and process-induced traps (PITs).  Thus, in a 
low-temperature plasma process, traps can serve as 
“storage” sites for H.  These traps form complexes with H 
that are stable at low temperatures.  However, at higher 
temperatures, these traps can dissociate, releasing H that can 
diffuse rapidly in the Si lattice [1].  We use this concept to 
explain the diffusion of H accompanying nitridation and 
RTP anneal.  Now, we show some results of modeling that 
suggest that plasma deposition of a Si3N4 film, typically 
about 900 Å, can introduce ample H near the surface of the 

solar cell which, upon diffusion during a subsequent high-
temperature (∼ 800 °C) anneal, can provide passivation of 
defects and impurities. 
  
Passivation by nitridation 

H is introduced into Si3N4 from deposition reactants 
such as NH3, SiH4, and SiH2Cl2, and is chemically bonded 
to Si and N.   A typical nitridation process uses an RF 
plasma, a Si-bearing gas like trichlorosilane, and ammonia 
as a carrier gas.  The deposition is typically done at about 
300°-400°C for about 10 minutes.  After the deposition, the 
cell is heated in an RTP-like process that is part of the 
contact formation step. 
 

We envisage the following processes to occur in this 
two-step method: during Si3N4 deposition, H is “stored” 
near the surface by the traps present in the material.  We 
assume a PECVD process results in PITs that are primarily 
confined near the surface.  A typical total trap density may 
be described by the following expression: 

b0tot T]
bta

x[- exp T  ][T +
+

=   , 

where the first time-dependent term is due to process 
damage and Tb is a constant bulk trap level.  We should 
emphasize that there is a diffusion of H, but because of the 
traps, the H is primarily confined in the vicinity of the 
surface.   
 

The second step of the process is to perform a higher 
temperature diffusion.  In this step, a part of the “stored’ H 
is rendered free and diffuses deep into the bulk of the cell or 
wafer.  It is important to recognize that the bulk traps can 
exercise a high degree of influence on this diffusion.  But, 
because the higher temperature is associated with a higher 
de-trapping rate and  (perhaps) a lower trapping rate, the 
diffusion can exhibit properties that are close to that of 
perfect Si. 
 

Mathematically, we can include trapping in the 
diffusion equations and write it as: 

t
H

x
H

D
t

H trappeduntrapped
H

untrapped

∂
∂

−
∂

∂
=

∂
∂ ][][][

2

2

 

][']][[
][

trappedunoccupieduntrapped
trapped HkTHk
t

H
−=

∂
∂  . 

We can impose the following conditions describing the  
interaction of H and traps: 
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][][][ tottrappedunoccupied THT =+   , 
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where [Huntrapped] = concentration of mobile H, [Htrapped] = 
concentration of trapped H, [Htot] = total H concentration, 
and [Ttot]  =  total trap density. 
 

Here, k’ is the dissociation frequency and k is the 
association rate.  In our calculations, we will assume a 
reasonable value of dissociation frequency (see results and 
discussion section).  The association rate can be expressed 
in terms of the effective capture cross-section (radius), Rc, 
as k = 4πRcDH .  These equations can be solved under the 
appropriate boundary conditions discussed in reference 2. 
 
Results and discussion 

Figure 1 shows the dynamic H-profiles resulting from a 
PECVD process performed at 300°C for different times, up 
to 6 minutes.  The wafer is assumed to have a bulk trap 
density of 10E17 cm-3.  From this figure, we can see that 
after 6 minutes H diffuses to a depth of 11 µm with a 
concentration equal to that of the bulk trap density.  Figure 1 
includes an inset of a magnified profile above the H 
concentration of 1E17 cm-3 to show how the diffusion 
occurs near the surface.  It is seen that near the surface, the 
H profile is controlled by the PIT density.   Our calculations 
assume that atomic H is continually available at the surface 
during nitridation to maintain a surface concentration of  
2.75E14 cm-3.  This value has been determined from the 
best-fit data as discussed in reference [2].  It may be pointed 
out that this process step is similar to a pre-deposition for a 
P or B diffusion. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
The diffusion profiles during the second step of the 

process are shown in Figure 2.  Again, these profiles are 
shown for different times up to 10 s, following the initiation 
of a rapid thermal anneal.  We see that a 10 s anneal at 
800°C can diffuse the H as much as 35 µm into the bulk of 
the wafer.   We should point out that our assumption of the  
absence of H-diffusion across the Si-Si3N4 interface is not a 
limitation in modeling, but simply the fact that there is no 
specific information to indicate otherwise.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We have performed calculations for many cases, from 

which we can summarize some salient conclusions. 
•  Si3N4 passivation is a two-step diffusion process.  The 
deposition step is accompanied by a shallow diffusion of H 
in which H is “stored” near the wafer surface.  The profile 
of the H is controlled by the PIT density, whereas the depth 
of such diffusion is determined by the bulk trap density.   
•   In the anneal step, the source of H can be simply the in-
diffused H.  It may be pointed out that while H will be 
depleted out of Si3N4 film during this step, there is no 
indication that any H from this film is going into the wafer.  
A simple redistribution of H is sufficient for effective 
passivation. 
•  The diffusion depth of H upon annealing is strongly 
controlled by the bulk trap density.  For example, if the bulk 
trap density is 1E16 cm-3, the H will permeate through the 
entire wafer in a 1 s anneal at 800°C.   This is in agreement 
with experimental observations [3]. 
•   Because the trap density and distribution play a dominant 
role in the diffusion of H, it is clear that lower trap density 
material will require shorter anneal time or lower 
temperature.  Likewise, higher pre-deposition temperatures  
during deposition can help introduce higher H content 
necessary to passivate higher trap and impurity 
concentrations.  An interesting effect of the RTP step is that 
it can anneal out the plasma-process-induced defects, 
making the H available for passivation. 
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Figure 1.  Calculated dynamic profiles of H resulting 
from the nitridation step. 

Figure 2.  Calculated dynamic profiles of H in an RTP anneal. 
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ABSTRACT 
 
    In silicon solar cell fabrication, impurity gettering by an 
aluminum layer and indiffusion of Al for creating the back 
surface field (BSF) are inherently carried out in the same 
process. We modeled these two processes and analyzed their 
impact on solar cell efficiency. The output of gettering and 
Al indiffusion modeling is used as an input for calculation 
of solar cell efficiency. The efficiency gain is obtained as a 
function of the processes duration. To check the relative 
contributions of gettering and BSF in improving the 
efficiency, their effects are evaluated together and 
separately. It is found that, for solar cells fabricated from 
low quality, multicrystalline Si, the efficiency gain is solely 
due to gettering. In solar cells made of high quality Si, the 
efficiency gain is primarily due to gettering, but the BSF 
may play a significant role if the cell thickness is less than 
about 200 µm. The model provides a means for optimization 
of the temperature regime for both processes and 
maximization of solar cell efficiency.  
 
I.  Introduction 
    High quality Si substrates with long minority carrier 
lifetime and diffusion length must be used to obtain high 
efficiency crystalline silicon solar cells. On the other hand, 
in order to minimize the cost of the cells, it is desirable to 
use cheap multicrystalline Si substrates. Crystal 
imperfections and impurities, such as Fe, Cu, Ni, and other 
transition metals, contained in these substrates in high 
concentrations, are charge carrier recombination centers, 
which significantly reduce the efficiency of solar cells. 
Gettering by an Al layer consists in deposition of Al on the 
wafer surface and annealing at temperatures of 700 to 1200 
ºC. Since transition metals have much higher solubilities in 
Al than in Si, they outdiffuse from the Si substrate into the 
Al layer and remain there, outside of the device active 
region. In practice, during gettering, indiffusion of Al into 
Si also occurs. Since aluminum is a p-type dopant, its 
indiffusion creates a gradient of p-dopant concentration near 
the back surface in cells with a p-type base, giving rise to 
the back surface field (BSF). The BSF provides an 
additional driving force for the diffusion of electrons 
towards the front surface. In order to optimize the process of 
Al gettering and indiffusion to obtain maximum efficiency 
enhancement due to both gettering and BSF, a model 
incorporating both of these processes has been developed.  
 
 

II.  Physical Model 
    In order to see how gettering and Al indiffusion influence 
the resulting cell performance, the process model was 
combined with solar cell device model, which predicts the 
efficiency of the resulting cell. Both Al concentration and 
minority carrier recombination rate as functions of depth are 
used as input data for the cell modeling.  
 
II.1.  Impurity Electrical Activity Modeling 
    The cell efficiency is calculated based on impurity 
concentration and precipitate size profiles. For dissolved 
impurity atoms, the measured values of the minority carrier 
capture cross-section were used [1]. For precipitates, the 
capture cross-section was calculated as a function of 
precipitate size, concentration, Schottky barrier height 
between the precipitate and Si, Si matrix dopant 
concentration, and carrier generation rate. The method of 
this calculation is described elsewhere [2]. 
 
II.2  Process Modeling 
    A detailed description of modeling the gettering process 
by an Al layer applied to dissolved and precipitated 
impurities in Si has been given elsewhere [3]. An Al layer 
on the Si wafer surface provides gettering effect due to 
chemical segregation. The model applies to the precipitate 
growth as well as dissolution processes. Solution of this 
system of equations provides impurity concentration and 
precipitate size profiles at any instant during the gettering 
process. Al indiffusion (and hence, p-doping) depth profiles 
can be obtained straightforwardly as a solution of the 
diffusion equations. 
 
II.3  Solar Cell Efficiency Calculation 
    A solar cell was treated as a p-doped base and n-doped 
emitter with an abrupt p-n junction. In each layer, the 
majority carrier concentration was assumed to be constant, 
and the variation of only minority carrier concentration was 
considered, since under typical illumination conditions of 1 
sun, the carrier generation is weak. Steady-state 
semiconductor equations have been solved in the p-type 
base and n-type emitter with the corresponding boundary 
conditions depending on the external devices parameter V, 
the photovoltage across junction. The maximum of output 
power and efficiency has been found by varying V and 
calculating j the corresponding total carrier flux through the 
junction and then searching for the maximum of their 
product.   
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III.  Numerical Simulation 
    To calculate the solar cell efficiency change as a function 
of Al treatment time, a computer program has been 
developed using the process and device model equations 
discussed above. The output of the process simulation is 
used as an input for device modeling. Al gettering affects 
minority carrier recombination throughout the wafer, and Al 
indiffusion creates BSF and affects Auger recombination 
near the backside. Two types of wafers were considered, 
low quality and high quality. In this study, Fe was used as a 
sample impurity. Wafers of the first, high quality type (e.g. 
dislocation-free electronic grade Si) are saturated with Fe at 
700 ºC and contain no precipitates. In the wafers of the 
second, low quality type (e.g. multicrystalline with high 
concentration of defects, high Fe concentration, and FeSi 
precipitates) Si is saturated with Fe at 1100 ºC. The thermal 
equilibrium between the solution of Fe in Si and FeSi 
precipitates is reached at 700 ºC.  
 
IV.  Results and Discussion 
    Results of the modeling are shown in Table I and Figures 
1 and 2. 

 
Table I. Original efficiency and efficiency gain (%, 
absolute) due to Al gettering and BSF for high and low 
quality Si solar cells.  

Whereas gettering increases carrier diffusion length in the 
base bulk, the BSF reduces effective back surface 
recombination velocity and provides an additional driving 
force for the diffusion of minority carriers from the vicinity 
of the back surface towards the p-n junction. If the base 
thickness is significantly smaller than the minority carrier 
diffusion length, minority carriers generated near the back 
surface are likely to reach the p-n junction without 
recombining in the bulk. Then a reduction of the back 
surface recombination will result in an increase of the 
number of carriers collected at the p-n junction and higher 
cell efficiency as it happens in high quality Si, especially 
after gettering. At the same time, any further reduction of 
the bulk recombination will have little effect on the cell 
efficiency. On the other hand, if the base thickness is 
significantly larger than the minority carrier diffusion 
length, the recombination of minority carriers occurs mostly 
in the bulk, and only a small fraction of minority carriers 
reaches the p-n junction from the vicinity of the back 
surface. In this situation, a decrease of the back surface 
recombination velocity affects the collection of minority 
carriers at the p-n junction very little, and the BSF benefit is 
small as it happens in low quality Si. The role of gettering, 
on the contrary, is significant, since any increase of the 

minority carrier diffusion length in the base bulk directly 
affects the collection of carriers at the p-n junction. Thus, 
the larger is the cell thickness, the greater is the role of 
gettering and the smaller is the role of BSF in improving the 
cell efficiency. These conclusions are illustrated in Figures 1 
and 2, where the calculated efficiency gain is plotted versus 
thickness for high and low quality Si cells, respectively.  
 

 
Fig. 1 Calculated high quality Si solar cell efficiency gain 
due to Al gettering and indiffusion as a function of wafer 
thickness. Process duration 104 s, process temperature 
1000ºC.  

 
Fig. 2  Calculated low quality Si solar cell efficiency gain 
due to Al gettering and indiffusion as a function of wafer 
thickness. Process duration 104 s, process temperature 
1000ºC.  
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ABSTRACT 
 
Highly uniform films with excellent anti-reflection (AR) 
properties can be formed on any silicon substrate using a 
simple electrochemical etching technique.  In a solar cell 
manufacturing process, this etching step can replace the 
typical wet chemical phospho-silicate glass (PSG) removal 
step following dopant diffusion, and therefore adds no 
additional wet processing.  This technique is based on the 
selective removal of silicon atoms from the sample surface, 
forming a layer of porous silicon (PSi) with adjustable optical, 
electrical, and mechanical properties.  In our investigation we 
have focused on the formation of thin film PSi layers on the 
surface of solar cell substrates without disturbing the 
underlying junction characteristics.  Graded index of 
refraction films with broadband AR properties superior to 
double layer ARCs have been produced and studied.  The 
simplicity and highly reproducible nature of this technique in 
combination with its short duration (<10 seconds) make it a 
strong alternative to vacuum deposited ARCs.  Several 
promising results will be presented with an emphasis on 
possible manufacturing applications of this technique. 
 
1.  Introduction 
The light trapping and anti-reflection properties of PSi, in 
addition to its simplicity of formation and broadly tunable 
morphology, make it particularly well suited for photovoltaic 
applications.  It has been used as a single or multilayer 
antireflective coating by exploiting the tunability of the film’s 
effective index of refraction [1,2].  By preparing PSi 
electrochemically, continuous control of refractive index as a 
function of depth can be achieved by controlling the 
electrochemical current density, making broadband graded 
index ARCs possible [3]. 
 
Although PSi is not presently utilized in an industrial solar cell 
setting, it offers several potential applications.  The 
combination of a controllable index of refraction with the light 
trapping characteristics of PSi enables the simultaneous 
texturization and AR coating of solar cells independent of the 
crystalline orientation of the substrate. Because the electrolyte 
used in the etching process contains hydrofluoric acid, PSG 
can also be removed during this process, eliminating the need 
for an additional PSG removal step.  The formation of PSi also 
involves the consumption of a portion of the surface layer of 

the solar cell and can therefore also be effective in the removal 
of dead layers remaining after diffusion [4] or preferential 
removal of grain boundary material [5].  There is also 
evidence that thin PSi ARCs can be “fired through”, making 
this material compatible with commercial screen printing 
metalization [6]. 
 
Using previously fired PSG coated String Ribbon substrates 
[7], we have focused on thin (<120nm) PSi films that consume 
as little of the emitter region of these cells as possible.  By 
demonstrating synergistic PSG removal, we propose that 
electrochemical etching can be directly substituted for the 
standard wet PSG removal step in manufacturing, eliminating 
the need for a back end ARC process.  
 
2.  Experiment 
A matrix of PSi samples was prepared using fired PSG coated 
String Ribbon polysilicon solar cells.  The diffused emitters 
had a junction depth of 300 nm and each sample had a fired Al 
back surface field.  The typical initial etching current density 
of 100 mA/cm2 was dynamically reduced to zero over a period 
of 3-10 seconds.  For electrical characterization of these 
devices, Ti/Pd/Ag contacts were evaporated and patterned 
using a liftoff procedure. 
 
The total specular and diffuse reflectivity of each sample was 
measured with a Perkin-Elmer UV/VIS/IR spectrophotometer 
using an integrating sphere.  Scanning Electron Microscope 
(SEM) cross-sectional images of several samples were taken 
with a Zeiss Leo SEM to determine film thicknesses.  Light IV 
measurements were made using a 1000W mercury-xenon 
lamp as the excitation source. 
 
3. Results 
The reflectivity of several String Ribbon substrates is plotted 
in Figure 1.  From these data it can be seen that substantial 
reductions in reflection losses can be achieved with brief  
gradient index PSi etching treatments.  The 105 nm thick 
graded index ARC shown in the figure was formed in 5 
seconds using a process that also removed the PSG coating. 
With an average reflectivity of 5% from 300-1000 nm, this 
PSi ARC demonstrates optical performance superior to most 
double layer vacuum deposited ARCs. 
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After evaporating tri-layer Ti/Pd/Ag front contacts, the light 
IV data shown in Figure 2 was measured.  Samples 
incorporating a PSi ARC exhibited a higher open circuit 
voltage and short circuit current, leading to a 20% increase in 
power output.  The fill factor for the reference samples 
averaged 69%, while the PSi samples averaged 67%, 
indicating that the PSi layer introduces no substantial ohmic 
losses.  The slight drop in fill factor is most likely due to the 
small insulating characteristics of the PSi film under the 
evaporated contacts.  The contact geometry and annealing 
conditions are also not optimized, and further improvements 
could therefore be realized.  Other metalization techniques, 
including screen-printed Ag paste will be explored in the 
future. 
 
4.  Conclusions 
This investigation has demonstrated the feasibility of 
integrating PSi AR layers into commercial multicrystalline 
silicon solar cells.  Light IV data have shown significant 
efficiency increases in samples incorporating PSi ARCs 
without significant fill factor degradation.   The simplicity of 
PSi formation, simultaneous PSG removal, and compatibility 
with both crystalline and randomly oriented polysilicon 
materials make this material an economically viable solution 
for low cost, large area photovoltaic applications.   
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ABSTRACT 
 

We have performed accelerated exposures to study 
performance reliability and materials degradation of a total 
of forty-one 3-cm x 3-cm monocrystalline-Si (c-Si) solar 
cells that were variously encapsulated using accelerated 
weathering protocols in two weatherometers (WOMs), with 
and without front specimen water sprays. Laminated cells 
(EVA/c-Si/EVA, ethylene vinyl acetate) with one of five 
superstrate/substrate variations and other features including 
with and without: i) load resistance, ii) Al foil light masks, 
and iii) epoxy edge-sealing were studied. Three additional 
samples, omitting EVA, were exposed under a full-spectrum 
solar simulator, or heated in an oven, for comparison. After 
exposures, cell performance decreased irregularly, but to a 
relatively greater extent for samples exposed in WOM 
where light, heat, and humidity cycles were present (solar 
simulator or oven lacked such cycles). EVA laminates in the 
samples masked with aluminum (Al) foils were observed to 
retain moisture in WOM with water spray. Moisture effects 
caused substantial efficiency losses probably related in part 
to increasing series resistance. 
 
1. Introduction  

This work was the third in a series of accelerated test 
studies [1, 2]. High module efficiency, long service life (25 
to 30 years), performance, and durability favorably impact 
PV system cost equations. Accelerated exposure and 
weather testing validate both module processing materials 
and methods, and pose the potential for reduced test times 
when compared to field deployment. The studies address 
these issues, especially concerns regarding stability of 
module materials. 
 
2.  Experimental 

Three ethylene-vinyl acetate (EVA) formulations 
(commercial A9918 and 15295, and NREL-V11) were used 
to encapsulate c-Si cells with superstrate/subtrate layers 
consisting of either borosilicate-glass/EVA/c-Si/EVA/glass 
or glass/EVA/c-Si/EVA/TPT. A third configuration of 
glass/c-Si/glass was made with no EVA in direct contact 
with the Si-cell. Some samples such as these were sealed 
using an epoxy on mechanically abraded glass-edges, to 
improve adhesion. Some samples were fitted with a 1-ohm 
load resistor, and some were wrapped in Al foil (see Table 
1). Most of the samples, divided into two sets, were exposed 
separately in two Atlas Model Ci4000 WOMs using an 
accelerated weathering protocol with or without front 

specimen water spray [3]. One set was exposed for 1400 
MJ/m2 and the other 650 MJ/m.2 Two glass/c-Si/glass-type 
samples were exposed under a full-spectrum solar simulator 
(FS-SS, ~6.5 UV suns) at 70o-75°C, and one was treated in 
an oven in the dark at 85°C.  

 
Table 1. Sample Matrix, Configurations, IDs, and 
Exposures used in the Experiment. 
 
Laminate  Sample ID, Exposure, and other details 
Configuration WOM+S Oven FS-SS WOM-S 
 

G/A9918/G 1, 2, f[5], C   7, 9, A 
G/15295/G f[E], F, M, N   D, L, O 
G/V11/G 14,f[15],18,1A   19, 1C 
G/A9918/TPT 3P, 3R   3Q 
G/15295/TPT 3W, C4   C5 
G/V1/TPT 4A, C6   49 
SOF/A9918/G 2Q, 2S   2O 
SOF/15295/G 2U, 2W   2Y 
TFZL/A9918/G    5D, 5E 
No EVA Contact C9, C10  C8 7H, 7K 7MA, C7 
No. of Samples 24 1 2 17 
 

Legends:  
 Underlined ID# = Sample w/ 1-ohm resistor load 
 f[ID#] = Sample wrapped in aluminum foil 
 G = Borosilicate glass; SOF = Solarphire  glass. (all 1/8" thick) 
 EVA = A9918, 15295, NREL-V11 formulated encapsulants 
 TPT = Tedlar /polyester/Tedlar  tri-laminate 
 TFZL = Tefzel  (1.5 mil) 
 No EVA Contact = c-Si cell not directly laminated with EVA 
 

Exposures:  
 WOM+S: Atlas Ci4000 model, used "Accelerated Weathering 
        Protocol" [3] with front specimen water spray. 1400MJ/m2 
 WOM-S: same as WOM+S but no water spray. 650MJ/m2 
 Oven: heated in the dark at 85°C. 
 FS-SS: an ORIEL full spectrum solar simulator at 70o-75°C. 
 
3.  Results and Discussion 
 In general, the results show cell efficiency decreased 
irregularly, as previously observed for cell samples exposed 
under solar simulators or in ovens [1, 2]. However, the 
extent of cell efficiency decrease is relatively greater for the 
samples exposed in the WOMs where cycles included light 
(~2.7 UV suns, over 300�400 nm broadband)/dark, hot/cool 
(~92°C/40°C), and low/high relative humidity (~30/95 
%RH) conditions. The cell samples, regardless of 
encapsulation configuration and with or without epoxy edge 
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seal and 1-ohm load, show a random loss of efficiency from 
�2.3% to �61.5% after 1400 MJ/m2 exposure in WOM with 
water spray, and from +0.4% to �49.2% after 650 MJ/m2 
exposure in WOM without water spray.  
 Browning of the EVA encapsulants occurred more and 
greater for A9918 than 15295, with a pattern spreading 
outward from the cell area. This pattern made it 
problematical to characterize EVA optical changes in 
laminate regions adjacent to cells using our usual UV-vis 
transmission or color-index scanning techniques. Quantum 
efficiency measurements overcame this impasse. UV-
filtering, cerium oxide-containing Solarphire superstrate 
glass reduced substantially EVA A9918 discoloration. 
Delamination of EVA from Si cell surfaces (front and back) 
was commonly observed, which also appeared as small 
bubbles observed more often in the glass/EVA/glass 
laminates. Cracking of the glass superstrate or substrate 
plates occurred on some samples during or in the later stage 
of WOM exposures.  
 Moisture ingress from edges of glass/glass and glass/TPT 
laminates or along the cracked glass regions appeared to 
cause visible degradation or corrosion of the Ag gridlines 
and PbSn(Cu) tab ribbons and a rusty appearance on many 
cells. Moisture retention by the EVA, manifest as turbidity 
in encapsulant polymers, was observed for the laminates 
wrapped in Al foils and treated in WOM with water spray. 
These same effects were not observed for unmasked 
samples otherwise similarly exposed and using the same 
materials. This suggests that light exposure exerts some 
driving force to move moisture out of the laminates, but 
heating/cooling and high humidity act oppositely. Moisture 
condensed into water was observed inside one glass/c-
Si/glass sample (C10) edge-sealed with epoxy, resulting in 
extensive corrosion of the cell metalizations. Adhesion loss 
between epoxy and glass (crack observed) was the likely 
cause for this observation, yet this result nevertheless 
highlights the negative impacts moisture can exert on cell 
materials. Both moisture effects caused large efficiency 
losses on three cells (i.e., -39%, -54.8%, and -61.5%). In 
contrast, for the glass/c-Si/glass cells exposed to FS-SS at 
70o-75°C in room relative humidity, efficiency losses were 
0% and 1.8%; and -12.1% for the cell sample heated in an 
oven at 85°C. 
 Longer-term loss (>200 to 400 MJ/m2) in measured 
efficiency [Fig. 1] for many samples often correlated quite 
well with changes in series resistance (Rs), as derived from 
the resistance at maxV (far into forward bias, ~0.8V) from 
dark I-V curves [Fig. 2]. Results here suggest that for many 
samples in this study, loss in cell efficiency may at least in 
part be related to gradual increases in series resistance. The 
relation of moisture ingress to increasing series resistance 
should be further investigated. A consistent correlation 
between efficiency loss and shunt resistance (derived 
approximately from resistance at minV, minimum reverse 
bias, ~ -0.2V) was not always observed. This was 
speculatively attributed to lower signal-to-noise ratios in the 
small current values (measured in the reverse bias regions of 
the dark I-V curves) used to derive these resistance values at 
minV.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Cell efficiency as a function of exposure in WOM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. R at maxV (~RS) as a function of exposure in WOM. 
 
4.  Conclusion 
 Significant loss of efficiency correlated to cyclic WOM 
conditions; trends of increasing series resistance; and the 
observations of corrosion, where substantial moisture 
ingress was present, indicate that moisture-ingress can 
deleteriously affect metalization/contacts for these c-Si 
cells, leading to deteriorating performance and reliability.  
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ABSTRACT

Since 1997, using existing ASTM standards for weathering
of materials, we have been conducting a solar weathering pro-
gram on a group of six different types of photovoltaic (PV)
modules.  The methods used include real-time outdoor, accel-
erated outdoor, and accelerated indoor weathering.  We have
employed the technique specified in these standards that quan-
tifies exposure totals by the time integral of the ultraviolet (UV)
irradiance.  In this paper, we report the observed degradation
in the test modules as a function of total UV exposure, and
give a number of recommendations for future weathering tests
that resulted from our first attempt at a formal test program.

1. Introduction
Real-time and accelerated weathering of materials, particu-

larly paints and plastics, are well-established practices that have
been codified as ASTM standards [1-4].  Later, another ASTM
standard [5] was developed specifically for PV modules.  All
of these standards quantify the total exposure by the UV irra-
diance, integrated over time.  The purpose of this work was to
perform controlled weathering of PV modules using these stan-
dard practices.  Results of this weathering program were to
include not only any degradation of the test modules, but also
general recommendations and pitfalls to avoid in the future.

2. Test Program Design
A number of test systems are available at the NREL Out-

door Test Facility for light exposure of PV modules.  Latitude-
tilt (40∞) equator-facing racks are used for real-time outdoor
exposure, and a two-axis solar tracker called the Outdoor Ac-
celerated-weathering Tracking System (OATS) can expose
modules both with and without mirror concentration.  The
OATS mirrors provide a maximum of approximately 3¥ con-
centration.  Indoors, an Atlas XR-260 Weatherometer has four
4-kW Xe arc lamps inside a large environmental chamber, and
another chamber has a row of 48 fluorescent UV lamps of the
“A” range (UVA-340).  Although E 1596 [5] does not allow
fluorescent UV exposure, these lamps are widely used in the
PV industry and are also allowed for the short-duration UV
conditioning test specified in the IEEE module qualification
sequence [6].  It was therefore decided to include UVA expo-
sure in this weathering experiment.  Both of the indoor expo-
sure systems provide temperature control.  Cooling fans on
the OATS 3¥ are used to prevent very high (>75∞C) module
temperatures under concentration.

Because the test planes in the accelerated exposure systems
are only about 1.5 m by 2 m in area, full-size modules could
not be exposed without limiting the total number of test mod-
ules.  We therefore decided to test smaller, commercially avail-

able modules in the 5-20 W output power range.  Six different
models from three manufacturers were purchased in 1995, with
two types of single-crystal Si, two types of polycrystalline Si,
and two types of a-Si modules.  One set of six modules was
retained as a control, for a total of 36 modules.  The PV weath-
ering standard does not specify a loading condition, so we ar-
bitrarily decided to operate all the test modules with resistive
loads equivalent to their maximum power points under stan-
dard test conditions.

For the weathering exposure limit, reference [4] specifies
2000 MJ/m2 of wavelengths shorter than 385 nm, and we de-
cided to use this value as the limit for our tests.  Real-time
exposure in Golden, CO, results in an average of about 270 MJ/
m2 per year, so this limit represents about 7.5 years outdoors
at our location.

3. Irradiance and Temperature Limits
UV irradiances were measured with Eppley TUVR radiom-

eters, which have nearly zero reponsivity to wavelengths
greater than 385 nm.  This wavelength cutoff is also how
E 1596 [5] defines UV for the purposes of total exposure mea-
surements.  However, the UV conditioning test in IEEE 1262
[6] specifies 400 nm, so we decided to use this definition in-
stead (although the total exposure limit was not adjusted ac-
cordingly).  The exposure methods we used have different spec-
tral irradiance distributions, which must be accounted for in
total exposure measurements.  The ratios of integrated UV ir-
radiance up to 400 nm to integrated UV below 385 nm are 1.37,
1.04, and 1.26 for the XR-260, UVA-340, and outdoors, re-
spectively.  For outdoor measurements, the 1.26 ratio is an
approximation for our location and is based on a number of
spectral measurements made at various times throughout the
year.  Because of this factor, 2000 MJ/m2 of UV less than
400 nm requires about 5.9 years outdoors.  All radiometers were
calibrated according to ASTM G 130 [7].

Table 1 lists maximum total and UV irradiances, and module
temperatures encountered during exposure testing.

Exposure Total Irrad. UV Irrad. Module Temp.
(W/m2) (W/m2) (∞C)

Real-time 1100 70 (not measured)
OATS 1¥ 1200 75 45-55
OATS 3¥ 3500 110 45-75
XR-260 2000 50 45-60

UVA-340 40 40 50-65

Table 1.  Maximum total irradiances, UV (less than 400 nm)
irradiances, and back-of-module temperatures for each of the

five weathering methods used for this study.
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4. Results
The solar weathering program began in Sept. 1997, and Figs.

1–3 show changes in module maximum power as a function
of total exposure for three of the six module types.  All the
crystalline Si types showed an initial degradation of 2%–3%.

For the polycrystalline Si module type in Fig. 1, the real-
time data show large swings in performance.  We determined
these were caused by corrosion of contacts external to the
modules that were used for both the resistive loading and for
current-voltage curves.  Replacement of these contacts restored
the output, as seen by the 1000 MJ/m2 data point.

Figs. 1-3.  Normalized module maximum power, measured
with a Spire 240A solar simulator, versus total UV exposure
dose (MJ/m2), for three of the six module types in this study.

Note that the control modules were not exposed.

The average degradation observed for single-crystal Si in
Fig. 2 is 3.03% per 1000 MJ/m2, which translates to 1.03%
per year for our location (0.00303 ¥ 270 ¥ 1.26).  In the XR-
260 and UVA-340 cases, this module type developed visible
browning at the four corners and along the edges.

In Fig. 3, the well-known initial Staebler-Wronski a-Si deg-
radation can be seen.  Aside from this, the only degradation
observable is perhaps the XR-260 data.  The levels in Fig. 3
can be explained in terms of the total (not the UV) irradiance
and temperature.  Because the indoor accelerated methods keep
the module temperatures nearly constant, a-Si photon degra-
dation is partly annealed and these modules show smaller losses
compared with the outdoor methods, in which modules peri-
odically operate in cold temperatures during winter.

5. Conclusions and Recommendations
Using well-established solar weathering methods with UV

radiometry appears to be a good choice for quantifying accel-
erated and real-time exposure of PV modules.  We have ob-
tained a degradation rate that is identical to the commonly re-
ported rule of thumb for crystalline Si modules, 1% per year.
Because the UV irradiance for two-axis tracking without mir-
rors is only slightly higher than the fixed exposure racks, it is
not a useful method of accelerated weathering.  UV exposures
should be quantified for wavelengths less than 385 nm, rather
than 400 nm as used by IEEE 1262 [6].
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ABSTRACT 
 
 We studied the photothermal stability of a special type 
of ethylene-vinyl acetate (EVA) encapsulant using 
accelerated exposure testing (AET) and analyzed the causes 
of its performance degradation on amorphous silicon (a-Si) 
modules. The Sovlux EVA films are used on a-Si modules 
in a Tefzel/EVA/a-Si encapsulating configuration. AET of 
the Tefzel/EVA/Tefzel laminates under a solar simulator 
resulted in no discoloration of the Sovlux EVA due to 
photobleaching but substantial loss of ultrviolet absorber 
(UVA), whereas heating in an oven at 85oC produced light 
yellowing. Adhesion strength of the EVA to glass increased 
substantially as a result of the AET treatments. Coherent 
tearing of the EVA of low gel content (~61%) under Tefzel 
superstrate film was attributed to the formation of bubbles 
and delamination on the a-Si submodule as a consequence 
of thermal relaxation of mechanical stress from a 200-
thermal-cycle between 90oC and -40oC. 
  
1.  Introduction 
 The work was a continuation from studies of earlier 
Sovlux EVA films as part of a NREL/ECD/Sovlux CRADA 
project [1]. The current study was designed to investigate 
the photothermal stability of Sovlux EVA laminated 
between two thin layers of Tefzel (samples provided by 
Sovlux), focusing on the changes in EVA transmittance 
(discoloration), UV absorber concentration, and gel content. 
The results were compared to the performance reliability of 
the commercial EVA formulation, fast-cure 15295. 
Additionally, we examined the Sovlux EVA on an a-Si  
submodule that degraded with substantial bubble formation 
and delamination under the Tefzel film after the submodule 
was subjected to a thermal-cycle qualification test. 
 
2. Experimental 
 Samples.  The Sovlux EVA formulation contains 
additives similar to the commercial formulations of regular- 
cure EVA A9918 and fast-cure EVA 15295, except for the 
absence of a curing peroxide and optional use of a silane 
primer. The Sovlux EVA films are pre-crosslinked by e-
beam irradiation and have a gel content (degree of cross-
linking) of ~54%-65% on earlier films and ~63%-68% on 
later films, apparently due to various degrees of e-beam 
irradiation. The latter films were used in this study. In 
addition to the Tefzel/Sovlux EVA/Tefzel laminates 

provided by Sovlux, laminates of superstrate-borosilicate 
glass/EVA/substrate-Tefzel, where EVA was Sovlux EVA 
or fast-cure 15295, were also made and studied for 
comparison. 
 Accelerated Exposures.  Samples were tested for 
~1000 h either by light exposure under an Oriel full-
spectrum solar simulator (FS-SS) of ~6.5 UV suns in the 
300-400 nm range at a black panel temperature of EVA, 
BPTEVA, of ~60o-65oC, or heating in an oven at 85oC in the 
dark. A borosilicate plate was placed over the samples of 
Tefzel/EVA/Tefzel laminate exposed under FS-SS to filter 
out the UV <285 nm.  
 Analytical Characterizations. Samples before and 
during exposures were characterized with integrated 
transmittance, fluorescence emission, and color index 
measurements. Periodically, a small specimen was removed 
from each sample for destructive analyses for remaining 
concentration of UV absorber, [UVA], Cyasorb UV 531 , 
and gel content.  
 
3.  Results and Discussion  
3-A.  Photothermal Stability of Tefzel/Sovlux EVA/ 
Tefzel Laminates.  
 Light exposure resulted in a ~31%–39% loss of UVA 
by photodecomposition, as shown in Fig. 1, below 350 nm, 
and a ~2%–7% increase in transmittance integrated over the 
285-800 nm range. The more permeable Tefzel/EVA/Tefzel 
configuration caused greater photooxidative loss of UVA  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Transmittance spectral changes as a function of light 
exposure for a Tefzel/Sovlux EVA/Tefzel samples.  
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than that of the borosilicate/EVA/Tefzel configuration. Loss 
of UVA by thermal evaporation from oven-heated samples 
was not obvious. No discoloration was seen due to 
photobleaching of the curing-generated, UV-excitable, α,β-
unsaturated carbonyl chromophores [2], as evidenced by the 
rapid decreases of the initial fluorescence emission peak 
intensities at ~420 nm for all UV-exposed samples with 
Tefzel super- or substrates. Light exposure also caused an 
increase of gel% from an original ~63% to ~75%, with a 
small decrease in yellowness index. In earlier studies, the 
Sovlux EVA in glass/EVA/glass laminates have shown a 
better long-term stability than EVA 15295 against UV-
induced yellow-browning [3]. Oven-heated borosilicate/ 
Sovlux EVA/Tefzel and Tefzel/Sovlux EVA/Tefzel samples 
exhibited light yellow color while borosilicate/15295 
EVA/Tefzel sample remained visibly clear, suggesting that 
thermal stability of Sovlux EVA is poorer than that of 
15295 EVA when encapsulated with Tefzel. Observed 
qualitatively, the adhesion of the Tefzel film to EVA and the 
EVA to glass increased significantly as the accelerated 
exposure time increased, as evidenced by the increased 
difficulties in removal of the Tefzel films from EVA layer 
and the EVA from glass for [UVA] and %gel analyses.  
 
3-B.  Analysis of the Degraded a-Si Submodule   
 The Sovlux a-Si submodule (ID No.: M6), among 
others, was subjected to a PV module qualification test that 
imposed 200 thermal cycles between 90oC and -40oC in the 
dark with a forward bias equivalent to 1-sun exposure at 
NREL’s Outdoor Test Facilities. Aside from a loss of ~50% 
of maximum power, the submodule showed localized 
sponge-like bubble formation and delamination in the front 
Tefzel/EVA layer around the solder joints and neighboring 
areas of bus wires, as seen in Fig. 2. Results of detailed 
optical microscopic examinations indicate the bubbling and 
delamination had occurred in the EVA bulk layer under the 
Tefzel film, as seen in Fig. 3, a probable consequence of 
mechanical stress relaxation in the region of a relatively low 
degree of cross-linking (~61% gel found). The EVA layer 
on the backside became wrinkled (figure not shown), likely 
a consequence of melt-reflow of the low-crosslinked EVA 
(~57% gel found) during the thermal cycles because the un-
crosslinked EVA has a moderate melting point at ~70oC. 
  

 
 
Fig. 2. Sponge- or fern-like bubble formation and 
delamination on the a-Si submodule specimen. The large, 
round, white spots are the solder joints. 

 
 
Fig. 3. Cross-section micro-photograph (60X) of Tefzel/ 
EVA layers, showing the coherent tearing in the bulk EVA 
layer under the Tefzel film (which is roughly above the dash 
line), where sponge-like bubbling/delamination patterns are 
present as in Fig. 2. 
 
 
4.  Conclusions 
 Light exposure of the Sovlux EVA in the superstrate-
Tefzel/EVA laminates would cause no discoloration 
because of photobleaching reactions, but substantial loss of 
protective UV absorber, and some increase of gel content. 
Heating at 85oC caused light yellowing. In borosilicate/ 
EVA/borosilicate laminates, Sovlux EVA performed better 
against browning than fast-cure 15295 on the long term 
basis. To reduce or eliminate the bubble formation and 
delamination problems on Tefzel/Sovlux EVA/a-Si 
modules, we suggested to Sovlux a substantial size 
reduction of the solder joints and an increase in the cross-
linking degree (gel content) by e-beam irradiation from the 
present ~53%-68% to 75%-80% or higher. 
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ABSTRACT 
 

Adhesional shear strength of one acceleration-tested PV 
module from a US manufacturer and eight PV modules 
(consisting of four field-deployed, three control, and one 
new) from a European manufacturer were studied.  
Commercial modules from US PV module manufacturers 
are being tested in the hot and humid climate in Florida 
under the Module Long-Term Exposure project. A high-
voltage bias test bed, similar to the test bed at NREL, has 
been installed at FSEC for study of corrosion in PV modules 
under high voltage bias conditions in the hot and humid 
climate.  XPS analysis of first-generation, grid-connected 
and contemporary, high-voltage bias tested a-Si:H modules 
showed cell delamination.  These results are relevant to 
CdTe modules which also have a SnO2:F TCO layer. 

 
1. Introduction 

Delamination resulting from the loss of adhesion must be 
addressed in order to achieve 30-year lifetime for 
photovoltaic (PV) modules.  Delamination has occurred to 
varying degrees in a small percentage of modules from all 
manufacturers. Over the last five years, FSEC has been 
carrying out a systematic and detailed study of module 
durability concentrating on solar cell/encapsulant composite 
with an objective to lay the scientific basis for further 
improvement of manufacturing technology of PV modules.  
Crystalline silicon PV modules deployed at the Sandia 
National Laboratories (SNL), FSEC and other locations in 
the US and around the globe have been studied whenever 
possible with their respective control modules [1-3]. A 
sample extraction process developed by SNL has been 
further improved at the FSEC.  Recently, FSEC has 
developed a process for extraction of samples from 
untempered and tempered glass-to-glass PV modules.  
Morphology of the samples is studied by optical microscopy 
and scanning electron microscopy.  Composition of silicon 
cell and encapsulant is analyzed by Auger Electron 
Spectroscopy and X-ray photoelectron spectroscopy (XPS).  

Present acceleration testing of PV modules usually does 
not reproduce delamination, cracking of glass or backing 
sheets, solder de-bonding, and other slowly occurring 
degradation phenomena.  Therefore, FSEC is participating 
in the Module Long Term Exposure (MLTE) project of 
SNL, the principal focus of which is to measure 
performance degradation.  

Corrosion has been found to occur in some earlier-
generation a-Si:H PV modules that were grid connected in  
 
 

an array operating at 300 V DC in hot and humid 
environment at Orlando, FL and in contemporary modules 
during accelerated testing under high-voltage bias in damp-
heat at NREL.  A high-voltage bias test bed has been 
installed at FSEC to study PV modules under high-voltage 
bias conditions in the hot and humid climate in Florida.  
This paper discusses PV module durability and long-term 
exposure research work at FSEC. 
 
2. Module Durability Research 

During the last year, one PV module from a US 
manufacturer and eight PV modules from a European 
manufacturer were studied.  The US PV module had been 
fabricated in 1999 and had undergone acceleration testing at 
the University of Arizona.  It consisted of 36 interconnected 
silicon cells encapsulated with ethylene vinyl acetate (EVA) 
between a stainless steel (SS) backing plate interspersed 
with a fiberglass mesh and a thin sheet of Tefzel in the front.  
Coring of the module was carried out from the top Tefzel 
sheet side as well as from the backside.  For this purpose, 
the SS plate covering an entire row of cells was removed.  
Nuts were glued to the cored samples. Samples were 
extracted by applying a torsional force.  Adhesional shear 
strength was measured by noting the maximum torque and 
the respective angle of rotation necessary to extract the 
sample.  Most of the samples failed at the EVA/silicon cell 
interface that was the weakest interface.   In some cases, the 
failure occurred within the EVA thickness at the interface 
with the fiberglass mesh.  Some failures occurred at the 
Tefzel/EVA interface while a few others occurred at the 
EVA/SS plate interface. Overall the adhesional shear 
strength was very low (43% of that in typical new modules).  
Results of adhesional shear strength measurement have been 
provided to SNL.   

 Eight PV modules from a European manufacturer were 
studied.  Of these, four had been deployed in the field, three 
were corresponding control modules and one was a new 
module.  Surface diffusion of excess solder flux was evident 
under UV illumination in one of the modules (Fig. 1).  
Delamination and considerable deterioration due to moisture 
ingress was evident at the edges of two cells in one of the 
field-deployed modules (Fig 2). The damaged area appeared 
brownish yellow and extended along grid lines from the 
edge toward the center of the cell.  Partial delamination had 
resulted in circular humps in the backing sheet of a module.  
Results of adhesional shear strength measurement have been 
submitted to SNL with a recommendation to initiate a 
detailed study of morphology and composition. 
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Fig. 1. Image of a cell under UV illumination showing 
spreading of solder flux. 
 
3. Module Long-Term Exposure  

The following types of commercial modules from US PV 
module manufacturers are being tested in the hot and humid 
climate in Florida: ribbon Si (ASE), amorphous 
hydrogenated Si (BP Solar), monocrystalline-Si (Siemens), 
copper-indium-gallium selenide (Siemens), and (a- Si:H) 
(USSC).  Baseline performance tests were made at SNL.  
Modules are inspected periodically.  Any visual changes are 
recorded and reported to SNL.  Measurements of I-V 
characteristics are submitted to SNL each month.  Periodic 
retesting of the modules at SNL completes the cycle of 
testing to determine the long-term degradation 
characteristics. 
 
4. High Voltage Bias Test bed 

During FY01, a high-voltage bias test bed was installed at 
FSEC for the study of corrosion in PV modules under high-
voltage bias conditions in the hot and humid climate.  
Initially, seven thin-film PV modules will be installed under 
the following bias conditions: +600 V, -600 V, +300 V, -
300 V, +150 V, -150 V, and no bias.  A pyranometer; 
sensors for relative humidity (RH), wind speed, and ambient 
pressure; and thermocouples for ambient temperature, and 
back-of-module temperatures at two locations have been 
installed.   

If corrosion, similar to that identified previously, does 
occur, a detailed investigation of the morphology and 
surface analysis will be undertaken.  These studies can be 
useful for elucidating the effect of ambient as well as 
materials and process steps employed during the fabrication 
on the durability of PV modules. 
 
5. Analysis of Glass-to-Glass PV Modules 
FSEC has developed a technique for extracting samples 
from untempered and tempered glass-to-glass modules.   A 
few a-Si:H modules from a grid-connected PV array of 
Florida Power at Orlando, Fl were studied.  Moisture 
ingress caused severe degradation due to corrosion in these 
modules. Possibly there had been electric shorting.   

 

 
Fig. 2. Delamination and deterioration due to moisture 
ingress in a PV module. 

 
XPS analysis of extracted samples of EVA on backing 

glass plate showed peaks of Sn, O, Si, C, and F.  Clearly the 
a-Si:H solar cells had been detached from the front glass on 
which they were deposited and resided on the EVA leaving 
behind a clear glass.  More severe corrosion led to complete 
destruction of the layered structure of a-Si:H cell in some 
places. More recently, samples were extracted from an a-
Si:H PV module high-voltage bias tested in damp-heat at 
NREL.  Presence of Sn, O, Si, etc on extracted 
EVA/backing glass samples again showed complete 
detachment of cell from front glass.  However, it is expected 
that moisture ingress would be limited because of improved 
PV module manufacturing technology, and hence the 
consequent corrosion and degradation would not result in 
complete destruction of the cell.  These results are relevant 
to CdTe modules which also have a SnO2:F transparent-
conducting oxide (TCO) layer. 
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ABSTRACT 

Principles, system configuration, and applications of 
a new reflectometer, PV Reflectometer, are described.  
This system can be used for rapid measurement of 
physical parameters of solar cells in commercial 
production.  
 
Introduction 

Reflectometery (or reflectance spectroscopy) is 
routinely used in a variety of metrological applications for 
determination of chemical composition, material 
identification, and measurement of optical properties of 
materials. These measurements are typically made by 
small-beam spectrometers to measure local reflectance, 
which is then used to determine local material parameters.  
The small-beam instrumentation is used for two main 
reasons—to ensure that the measured region is uniform in 
material properties, and small-beam optics are relatively 
easy to make.   For a nonuniform sample, one often uses 
scanning techniques to map variations in the material 
properties. 
 

Reflectometery can also be a powerful tool in 
photovoltaic (PV) manufacturing to monitor various solar 
cell fabrication processes.  In fact, it is used in a simple, 
qualitative form (as a visual examination) by process-
technicians and engineers to check quality of sawing, 
texturing, and thickness of antireflection (AR) coating 
(using color) for QA purposes.  But quantitative 
measurements become quite tedious and time-consuming.  
The main difficulty arises from a need to make 
measurements on the entire wafer or a solar cell.  One 
approach to overcome this difficulty is to use large-beam 
optics that will allow the entire cell to be measured at 
once, eliminating the need for scanning. 
 

We have recently developed a novel reflectometer, 
PV Reflectometer, which measures the reflectance 
spectrum of an entire wafer or cell, up to 6-in x 6-in in 
size [1-4]. Because a solar cell is a composite of several 
materials, the measured total spectrum must be 
deconvolved to obtain parameter values for various 
segments of the cell—AR coating, metallization, texture 
height, and roughness.  Here we describe applications of 
this instrument and how the results can be interpreted. 

 
PV Reflectometer—principles and system 
configuration 

The reflectometer is designed to make measurements 
of the entire wafer/cell, thus enabling it to “average” the 
parameter values.   To enable large-area measurement, we 
use the principle of reciprocity illustrated in Figure 1. 

Figure 1a shows conventional configurations of 
incident and reflected beams.  Figure 2b shows the 
reciprocal approach used in our system. 
 
 
 
 
 
 
 
 
 
 
 
 
 

  Figure 2 is a schematic of the PV Reflectometer.  It 
consists of a highly absorbing spherical dome, about 12-18 
inches in diameter, with openings at the top and at the 
bottom.  The bottom opening terminates in an optical baffle 
that houses a platform to support the test wafer.  The dome 
has two sets of diverging light sources.  One set is located 
near the top of the dome (specular source, not shown in the 
figure) and the other is near the great circle (diffuse source). 
The entire system is designed to eliminate all scattering of 
the light except by the test wafer.  The topside of the dome 
has a lens and an aperture assembly that couples the light 
reflected from the sample into a detector array through an 
optical fiber.  The data taking/handling, calibration, and 
system control are done by a computer that generates the 
reflectance (R) vs. wavelength (λ) plot for the test sample. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Incident

Reflected

 

Reflected 

(a) (b) 

Figure 1.  Illustration of the principle of reciprocity. 
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Fig. 2.  A schematic of the PV-Reflectometer. 
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The total reflectance of the test wafer/cell can be  
expressed as: 

∑ = )
i

iR )(( R T λλ , 

where  i = metal, AR coating, Si.  Spectral deconvolution 
is used to separate the reflectance contribution from 
various segments of a wafer/solar cell and to characterize 
that segment.  We consider a simple case of reflectance of 
a textured and AR-coated cell with front and back 
metallizations. A typical R vs. λ  plot is illustrated in 
Figure 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  
A simple deconvolution leads to the derivation of the 

following approach to determine optical parameters of the 
cell: (i) λ0 (wavelength of minimum reflectance) 
determines the thickness of the AR coating, (ii) R0—
reflectance at λ0— is used to determine the parameters 
related to the area of the front metallization, and (iii) Rb  
(reflectance at λ>1 µm) relates to the back reflectance. 
 

Because the solar cell metallization has a 3-
dimentional topography, the reflectance has contributions 
from the horizontal (Ra) and vertical sections (Rb) of cell 
metallization (see Figure 4).  We use directional 
illuminations to separate these contributions to attain 
metal area and the height; for a rectangular metallization 
pattern, we can determine these values from reflectance 
front-to-back (Rfb) and side-to-side (Rss) illuminations. 
 
 
 
 
 
 
 
 
 
Ra  =  (Rfb + Rss ) / 2 ……… (1) 
Rb  =  (Rfb - Rss) / 2   ...……. (2) 
 
Figure 5 shows Ra and Rb  calculated from measured 
reflectance plots for a finished  solar cell.  
 
 
 

Results and discussion 
The measured reflectance plots can be deconvolved to 

derive physical parameters including surface 
roughness/texture, AR coating thickness, metallization area 
and height, and backside metallization properties.  The PV 
Reflectometer makes the entire measurement in a fraction 
of a second.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Here we show one example of such measurements  and 
compare  results from metal area  measurements made by 
the reflectometer with those measured by a profilometer. 
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Figure 3.  A typical R vs. λ plot from the reflectometer.  
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ABSTRACT 
 

We have developed several new ethylene-vinyl acetate 
(EVA) formulations modified on the basis of NREL-
patented EVA formulations [1]. The new formulations can 
be cured to a desired gel content of ~80% in the ambient at 
temperatures 20-30oC lower than the typical conditions in 
vacuum (i.e. ~150oC). Glass/glass laminates showed 
transmittance spectra that are essentially the same as that of 
EVA 15295P in the visible and NIR regions but higher in 
the UV region. Results of fluorescence analysis of the 
ambient-processed new EVA formulations showed the 
concentrations of the curing-generated α,β-unsaturated 
carbonyl chromophores, which are responsible for the UV-
induced EVA discoloration and photodegradation, were 
considerably lower than that of EVA 15295P, therefore 
suggesting a better photochemical stability of new EVA 
formulations.  
 
1.  Introduction 

Today a great majority of PV modules use EVA as the 
encapsulant, which is supposed to protect the modules with 
sufficient mechanical strength and high optical transmission 
of sunlight. However there are drawbacks in terms of 
performance reliability and manufacturability. Earlier 
commercial EVA formulations exhibited discoloration/ 
degradation upon weathering, which can decrease module 
performance [2]. Recently, NREL scientists developed and 
patented new EVA formulations that showed superior 
photothermal stability against UV-induced discoloration [1]. 

However, the common method and conditions using 
vacuum lamination at ~150oC to process EVA, both 
commercial and NREL-patented formulations, present a 
bottleneck in the module manufacturing process. The curing 
at ~150oC is needed to produce a 70~80% gel in EVA to 
enhance its mechanical strength to support the crystalline-Si 
solar cell strings. Many of the multiple processes for 
manufacturing the crystalline-Si based and thin film 
modules can be automated except the vacuum encapsulation 
stage. The process typically requires manual handling of the 
module component stack and uses a double-bag vacuum 
laminator for careful control of vacuum, heating, and 
pressing profiles to ensure adequate lamination of module 
components and curing of the EVA, leading to high labor 
and energy cost and limited production rate. The vacuum 
process removes not only the air at the interfaces, but also 
the gaseous products (e.g., CO2) from thermal 
decomposition of the curing peroxides (e.g., Lupersol® 101 
for EVA A9918 and Lupersol® TBEC for EVA 15295) used 
in EVA formulations, and both can potentially cause bubble 

formation in PV modules. Therefore, encapsulant 
formulations that can be processed at lower temperatures 
and in the ambient are very desirable, not only to avoid the 
bubble formation but also to eliminate the vacuum 
requirement and significantly reduce energy consumption. 

 
2.  Experimental 
2.1  Materials and sample preparation 

Elvax 150, the raw material of the EVA coploymer 
(33% vinyl acetate) manufactured and trademarked by Du 
Pont will be specifically referred to as the matrix. Special 
cross-linkers, peroxide curing agents, including Lupersol® 
231, and HPLC-grade tetrahydrofuran (THF) and methanol 
(MeOH) were obtained from Aldrich and used without 
further treatment. Films of commercial EVA formulations 
were supplied by PV manufacturers. For the new modified 
EVA formulations, the compositions of matrix, crosslinkers, 
and additives were varied according to the experimental 
designs. After mixing by a mechanical roller for at least 24 
h, films were obtained by pressing the formulated mixtures 
at 85oC for 10 minutes in a vacuum laminator or by 
extruding using a Brabender mini-extruder. The film 
samples were cured at temperatures in the 110o – 160oC 
range for 5 to 30 min in the ambient, using a manually 
controlled, hydraulic mini-press. Laminates of 5.1-cm x 7.6-
cm (2” x 3”) size were made by encapsulating two layers of 
EVA film between two 3.2 mm (1/8”) thick borosilicate 
glass plates using the mini-press in the ambient by 
following a custom temperature-pressure profile. 

 
2.2  Analytical procedures and characterization 

A number of film samples, including EVA 15295P, 
were studied. THF was used to determine the gel content by 
dissolving away the additives and non-crosslinked EVA 
from the cured EVA. The solvent-treated films were dried in 
a vacuum oven at room temperature for at least 24 h. The 
gel content was determined from the weight difference 
before and after THF extraction. Transmittance spectra were 
measured on a Cary 2300 UV-vis-NIR spectrophotometer 
with an integration sphere. Fluorescence emission 
characterization was performed on a SPEX Model FL 112 
Fluorolog-II spectrofluorometer using a “front face” 
geometry [2]. 

 
3.  Results and discussion 
3.1  Effects of ambient process conditions on gel 
formation of different EVA formulations 

The gel contents for different EVA formulations as a 
function of ambient process conditions are given in Table 1. 
EVA Formulations I and II contained the special cross-
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linker at a level of 20 % and 30 % by weight, respectively. 
The results show that, when ambient-heated at 130oC for 5 
minutes, the two new EVA formulations were able to 
produce  60% and 61% gel while EVA 15295P produced 
0%. The presence of cross-linker apparently promoted the 
cross-linking reaction of EVA at lower temperatures, 
compared with the typical curing temperatures (~150oC) 
used for commercial 15295 and A9918 EVAs. When 
ambient-heated at 130oC for 10 minutes, Formulation II 
produced a gel content of 84%, which is sufficient to 
mechanically support the crystalline-Si solar cell strings. 
For Formulations I and II, the gel content increased with the 
ambient heating temperature, as a result of increased 
decomposition rate of curing agent, concentration of free 
radicals, and hence the crosslinking reaction. 

 
Table 1. Gel contents (%) as a function of ambient process 
conditions for different EVA formulations. 
 
Formulation Temp Time (min) 
 (oC) 5 10 20 32 40 
I 120 36 44 42 47 55 
 130 60 61 64 60 61 
 140 68 76 78 76 61 
II 120 57 63 63 64 70 
 130 61 84 80 82 79 
 140 78 91 83 84 70 
EVA 15295P 130 0 10 21 25 35 
 
 
3.2  Spectroscopic characterization of new EVA 
formulations 

Figure 1 shows the transmittance spectra for two new 
EVA formulations and the commercial 15295P EVA in 
glass/EVA/glass laminate configuration. It is seen that the 
transmittance of the new EVA formulations is essentially 
the same as that of EVA 15295P in the visible and NIR 
regions, but better in the UV region (280 – 400 nm). Figure 
2 shows the fluorescence emission spectra for the three 
EVA formulations as in Fig. 1. The emission peak 
intensities at ~420 nm of the new EVA formulations are 
about half of that for cured EVA 15295P. The 420-nm peak 
intensity corresponds to the concentration of curing-
generated, α,β-unsaturated carbonyl groups, which are 
responsible for the UV-induced EVA discoloration and 
photodegradation [2,3]. A lower peak intensity indicates a 
lower concentration of the carbonyl chromophores and 
suggests a better photochemical stability of the new EVA 
formulations. At present, the long-term photothermal 
stability of the new formulations is under accelerated 
exposure testing. 
 
4.  Conclusions 

Preliminary new EVA formulations have been 
developed, which can be cured at 130oC in the ambient to 
achieve desired gel content of ~80%. Transmission 
measurements and fluorescence emission characterization 
results showed that new EVA formulations had higher 
transmittance in the UV region and lower emission 

intensities at ~420nm than those of commercial 15295P. 
Optimizations in formulation and processing conditions and 
long-term photothermal stability are required for the newly 
developed EVA formulations. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  Transmittance spectra for glass/EVA/glass laminates 
of three EVA formulations made by a mini-press. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.  Fluorescence emission spectra for the (cured) 
glass/EVA/glass laminates of three EVA formulations as 
Fig. 1 obtained with an excitation wavelength at 350 nm. 
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ABSTRACT

Photovoltaic manufacturing facilities use many
chemicals that can present EH&S risks. New EH&S
challenges are created as manufacturing is scaled-up to
meet a growing demand. In this new environment,
preserving the safe and friendly to the environment
nature of the technology becomes even more
important. This paper presents a strategy for multi-
layer protection of photovoltaic manufacturing
facilities which emphasizes proactive measures but
also includes mitigation options in case, in spite of all
precautions, an accident occurs. Layers of prevention
and mitigation are presented in six sequential steps. As
the PV industry approaches these issues and mitigation
strategies in a vigilant, systematic way, the risk to the
industry, the workers, and the public will be
minimized.

1. Introduction
Facilities fabricating photovoltaic cells use toxic and
flammable substances, which, if not handled properly,
could present EH&S risks. For the most part the
quantities of hazardous materials used in the PV
industry are minuscule in comparison to the amounts
used by the chemical industry. Nevertheless, the future
of the PV industry is connected to preserving its safe
and environmentally friendly nature, and it must be
assured that large-scale implementation does not
endanger the public or occupational health and safety.
Therefore, a multilayer approach on preventing and
mitigating accidents is needed to eliminate the risks
associated with hazardous materials. Such an approach
is based on the military concept of defense in depth; if
one line of defense fails, then others are available[1].

2. The Approach
Engineering and administrative options to prevent and
control accidental releases and reduce their
consequences can be considered sequentially in six
steps (Figure 1), each one an additional layer of
protection:
1) Inherently safer technologies, processes, and
materials; 2) Safer use of material; 3) Options to
prevent accident-initiating events; 4) Safety systems to
prevent or minimize releases at the source; 5) Systems
to capture accidental releases; 6) Options to prevent or
minimize human exposures and their consequences.

2.1. Selection of technology, processes and materials
The most efficient strategy to reduce hazards is to
choose technologies and processes that do not require
the use of large quantities of hazardous gases. This is
especially important for new technologies, where this
approach can be implemented early in development
before large financial resources and efforts are
committed to specific options. Life-cycle
considerations are necessary in evaluating technology
options and the associated safety and environmental
control costs because some technologies present
mainly occupational risks (e.g., a-Si) while others carry
mainly end-of-life concerns (e.g. CdTe).
Environmental, health and safety criteria at the process
level include the type and physical form of material
used, the rate of its use, and operation and maintenance
requirements.

2.2. Safer utilization of materials
This strategy can be implemented in several ways: a)
substitution (i.e., using safer materials or
environmentally more benign ones), b) using a safer,
source of a hazardous material (e.g., new
subatmospheric pressure dopant sources and internally
pressure regulated silane sources); c) reducing the
quantity needed of a hazardous material; d) reducing
its concentration; and e) increasing material utilization
rate. The alternatives need careful evaluation because
there are frequently both advantages and disadvantages
associated with every option.  Specific suggestions for
safer material utilization can be found elsewhere [2].

2.3. Prevention of initiating events
Once specific materials and systems have been
selected, strategies to prevent accident-initiating events
need to be evaluated and implemented. U.S. facilities
that handle highly hazardous chemicals above certain
threshold quantities are required to comply with
OSHA's Process Safety Management (PSM) rule and
EPA's Risk Management Program (RMP). Some of the
listed materials are, or have been, used in PV
manufacturing (e.g., AsH3, BCl3, BF3, B2H6, HF, H2Se,
H2S, PH3, SiH2Cl2, H2, SiH4, and SiHCl3). Today's PV
industry is not subject to compliance with these rules
because the amounts used in such facilities generally
are lower than the threshold quantities. Nevertheless, a
proactive approach on minimizing risks is to the
utmost advantage of the PV industry and, therefore, the

319



OSHA and EPA provisions are being used as guidance
to the managers of PV facilities that handle highly
hazardous materials. The most important item in the
PSM rule is the Process-hazard analysis, which has to
be formal and rigorous. Hazard analyses focus on
equipment, instrumentation, utilities, human actions,
and external factors that might impact the process and
cause an accident-initiating event.

2.4. Prevention and minimization of releases
The next step is to implement safety options to
suppress a hazard when an accident-initiating event
occurs (e.g., inherently safer design of process, gas
distribution and storage systems, early detection, flow-
restricting and isolation valves, cooling systems,
double-containment and adequate ventilation).
Currently, most R&D and manufacturing facilities are
using compressed-gas cylinders for toxic and
flammable inorganic hydrides and other gases.
Prevention options to enhance the safety of such
systems include a) system integrity, b) outside storage,
c) explosion-proof banker, d) remotely operated
cylinder valves, e) automated purging, f) continuous
toxic gas monitoring, g) flow restrictors, h) double
containments, i) redundancy of critical systems, j)
ventilation, and k) biomonitoring. Specific on these
options can be found elsewhere [2]

2.5. Control and minimization of releases to the
environment
If an accident occurs and the safety systems fail to
contain a release of hazardous gas, then personal and
engineering control systems must be relied upon to
reduce or minimize environmental releases. Self-
contained breathing apparatus (SCBA), spill control
and other safety equipment should be available for
quick use in all areas where there is the potential for an
accidental release.  If the release is confined and can be
diverted into the control equipment, then wet
scrubbers, adsorption units, and combustion devices
can be used. The highly transient nature of large,
accidental gas releases demands special designs and
configurations for these systems. Wet scrubbers with
high liquid flow and fast-reacting reagents can treat
leaks from process-equipment exhaust, fume-hood
exhaust and gas-cabinets vents. Adsorption units called
"scrams" also can be used for accidental releases of
dilute mixtures of hazardous gases.

2.6. Prevention and minimization of exposures
As a final defensive barrier, human exposures must be
prevented if a hazardous gas is released. This barrier
includes storing the gas in a remote location, having
exclusion zones adjacent to plant boundaries, and
having early warning systems, emergency

preparedness, and response and evacuation plans, to
prevent the public's exposure. It is essential that such
plans are regularly rehearsed and practiced under
simulated emergency conditions to test the response of
personnel, increase their base of experience and
evaluate the effectiveness of equipment. Quick
response and medical preparedness is essential to
reduce consequences if exposures occur.

HAZARD DEVELOPMENT       PREVENTION/MITIGATION

   OPTIONS

Choice of Technology,
Process & Materials

Material Utilization

Inherently Low Risk Materials,
More Efficient Processes

Safer Less Volatile, High Utilization,
Reduced Pressure, Dilute Mixtures

Safe Procedures
Training

Hazard Analysis
Accident

Initiating Event

Monitoring,
Automatic Shut Off,

Flow Restrictors,
Double Containment

Contained Release

External Release

Emergency Scrubbing, Adsorption
or

Incineration Units

Remote Location,
Separation Zones,

Emergency Preparedness &
Response

Human Exposure

Figure 1. Prevention and Mitigation of Accidental Releases of Hazardous Gases

3. DISCUSSION
Accidental releases of hazardous gases and vapors can
cause significant occupational risks. It is of the utmost
importance for the future of the PV industry to prevent
and minimize accidental releases of hazardous gases by
choosing safer technologies, processes, and materials,
using materials more efficiently and in safer forms,
using reliable automated gas-handling-systems, and
emphasizing employee training and safety procedures.
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ABSTRACT 

The MARKAL-MACRO (USMM) integrated energy-
environmental-economic model was used to simulate the 
US energy capacity for the next 30 years.  Photovoltaic 
technologies were assumed to compete on cost alone 
with 200 other technologies in the US, in a deregulated 
environment.  Its was shown that PV can become cost-
effective in both distributed and central power 
applications in the US, if current expectations of 
performance and cost reductions materialize.  The 
predictions of this analysis compare well with the goals 
of the US Photovoltaic Industry Roadmap and industry 
learning curves.  Capacity constraints and possible 
deviations from expected performance/cost goals are 
discussed.  It is shown that it is important to maintain 
high growth rates in the next few years to achieve the 
Roadmap goals over the long term. 

1. Background  

There are several models in use for integrated energy-
environmental-economic analyses of the future US 
energy outlook.  The Energy Information Administration 
(EIA) of the DOE uses primarily the National Energy 
Modeling System (NEMS) for such forecasting.  Another 
model used by the US-DOE Policy Office and 35 other 
countries is MARKAL-MACRO (USMM).  The two 
models were compared by Morris et al., [1], using the 
AEO assumptions for performance and cost in the future 
20 years.  The comparison entailed the whole electric 
supply sector in the US, electric generating capacity, 
primary energy use, carbon emissions and price of 
electricity.  It was shown that there were only minor 
differences between the two models in their projections 
for renewables.  Under the AEO cost and performance 
assumptions, neither PV nor wind would reach high 
penetrations in the US energy market within the period 
2000-2020 [1].  In this paper we present predictions for 
PV and wind penetration produced my MARKAL, under 
the more optimistic cost/performance assumptions 
produced by EPRI [2]; these are shown in Table 1.  It is 
noted that the PV industry's learning curves support the 
EPRI assumptions.  Today's (2001) prices are an 
anomaly in these learning curves as the California energy 
crisis and cost incentives created a demand that exceeded 
supply and subsequently high PV prices.  We expect, 
however, that as supply catches up with demand prices 
will go down.      

2. MARKAL simulations using the EPRI Data 

MARKAL is a demand-driven, multi-period, linear 
programming model optimization model.  MARKAL 
establishes a competitive market to supply energy 
demands.  All energy resources and both supply and 

demand technologies compete in this market in an even-
handed manner.  
In order to maintain realistic estimates, constraints were 
used in MARKAL for PV and the technologies that we 
found to be the major competition to PV (i.e., wind, 
microturbines and advanced combined cycle plants).  We 
conducted simulations with growth rate constraints of 
25%/year, 30%/year and 50%/year. It is noted that the 
PV Industry Roadmap forecasts a 25%/year average 
growth for the industry over the period of 2000-2030.  
The PV penetration results of these simulations are 
shown in Figure 1 together with the PV Industry 
Roadmap forecasts for distributed and grid (wholesale) 
generation.  In these simulations we assumed that all 
distributed generation is grid-connected (e.g., through 
reverse metering) and therefore, subject to the same 
economic competition as the grid wholesale generation.  
We also assumed that the price of distributed generation 
is the same as that of central generation, listed in EPRI 
(1997).  The Roadmap forecasts that 1/3 of the new 
domestic installations will be DC and AC value (niche) 
applications which are not grid-connected, and therefore, 
are not included in this analysis. As shown in Figure 1, 
the PV penetration predictions generated by MARKAL 
are similar to the Roadmap forecasts.  It is further shown 
that it is important to maintain high growth rates (i.e., 
30%/year) for the next 5-10 years to achieve the 
Roadmap goal of  25%/yr over the 2000-2030 period.   
Figure 2 shows the displacement of carbon emissions 
resulted from PV penetration under the three growth rate 
constraints.  It is shown that the predicted emission 
displacement is slightly lower than what is forecasted in 
the Roadmap.  Figure 3 shows a comparison of PV 
penetration with the penetration of the strongest 
competitors, which are wind, microturbines and 
advanced combined cycle turbines.  The total of the later 
two is shown as "turbines".  It is shown that Wind 5-7 
technology, corresponding to installations up to 10 miles 
away of the grid, becomes cost competitive with 
conventional energy generation technologies early in the 
considered period [2].  The MARKAL results show wind 
reaching the maximum availability of 100 GW [2] by the 
year 2015.  Wind-4 installations which carry a higher 
transmission cost than Wind 5-7, do not enter the picture 
within this period.  Although the capital cost of Wind-4 
installations is lower than that of PV, wind installations 
have a higher operating cost and do not contribute on 
peak shaving as much as PV does.   
MARKAL generates electricity prices through its 
shadow price.  MARKAL seeks a least-cost solution, 
which approximates a competitive market.  NEMS/AEO 
assumes a competitive market in states that have 
substantially adopted competitive pricing, an average of 
competitive pricing and traditional cost-of-service 
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pricing in states with mixed pricing structures, and cost-
of-service pricing in states that have not adapted 
competitive markets.  In newly deregulated markets, 
electric prices have gone very high during peak hours, 
when there was a shortage of capacity.  Sioshansi[3] 
reports a recent price of $287/MWh in the Pacific 
Northwest West, which is dramatically higher than 
historical norms.   Peak periods usually coincide with hot 
sunny days, when PV has its highest potential.  For 
purposes of this analysis, we assumed that PV matches 
the peak load period.  MARKAL characterizes the 
electric load curve in three seasons (winter, summer, 
intermediate), night and day, and peak.  To determine the 
potential role of PV for peaking in a deregulated 
environment, we artificially narrowed the time-period for 
the summer day, inducing a high cost peak ($200-$300 
per MWh).  The results indicated that continuing 
conditions of high peak pricing are extremely favorable 
to PV. 
 
DISCUSSION 
Integrated energy-economic-environmental modeling 
demonstrates that PV technologies have the potential to 
compete with conventional sources of electricity 
generation, if the current expectations of cost and 
performance improvements materialize.  MARKAL 
results forecast a PV based grid-integrated capacity of 
about 10 GW in 2020, growing to 100 GW by 2030.  
These predictions are based on cost alone without 
assigning any credit to PV for reducing CO2 emissions 
in the US.  Nevertheless, the said PV penetration would 
reduce carbon emissions by over seven million metric 
tons in the year 2030 alone.  If the current dramatic 
raises of peak electricity prices continue in the long term, 
PV can reach the 100 GW levels by the year 2015.  
Studies aiming to describe the impact of financial credits 
in distributed PV and the value of avoided material 
replacement in new roof and facade applications are 
ongoing. 
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Table 1. Characteristics of Central PV Systems  
Year:             2000  2005  2010  2015  2020  2025  2030 
Capital Cost:  
 ($/Wp)         6.08    3.33   1.72   1.47   1.27   1.12   1.01 
Module efficiency:  
  (%)              7.2      8.8    11.2    12      12.8   13.2   13.6 

 
Figure 1. PV Projected Market Penetration  
 
 

 
Figure 2.  Carbon Displacement 
 

 
Figure 3.  Market Penetration of Competing  
Technologies Under 30% Growth Constraints 
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ABSTRACT 
 

ITN Energy Systems is developing a next generation, high 
efficiency direct conversion device (DCD) that converts 
available electromagnetic radiation (i.e. solar spectrum) 
directly into electric power. ITN’s DCD consists of an 
optical antenna that efficiently absorbs incoming radiation 
and couples the energy into a high-speed quantum tunneling 
diode. In contrast to traditional single junction 
semiconductor PV that are fundamentally limited (~30%) by 
the band gap and the match of the band gap to the solar 
spectrum, conversion efficiencies >85% are theoretically 
possible with ITN’s DCD. ITN has demonstrated 
conversion efficiencies >50% using lower frequency arrays 
with wire bonded COTS Schottky diodes. All aspects of the 
DCD array are scaleable to THz frequencies required for 
photovoltaic applications. The key challenge to making 
ITN’s DCD commercially viable as a solar energy converter 
is further development of high frequency MIM diodes. We 
will present a brief overview of the program concept, goal, 
and progress-to-date. 
1. Concept 

ITN’s direct conversion device (DCD) consists of two 
key elements: 1) An optical antenna to efficiently absorb the 
incident solar radiation, and 2) A high frequency metal-
insulator-metal (MIM) tunneling diode that rectifies the AC 
field across the antenna providing a DC power to an 
external load. The combination of a rectifying diode at the 
feedpoints of a receiving antenna is often referred to as a 
rectenna. Rectennas were originally proposed in the 1960s 
for power transmission by radio waves.1 Later, concepts 
were proposed to use rectennas for photovoltaic applications 
(optical rectenna).2  

Early optical rectenna concepts were based on simple 
scaling of microwave antenna theory and the proof-of-
concept was never demonstrated. Non-optimized element 
design, impedance mismatch between components, 
inefficient rectifying junctions, and lack of state-of-the-art 
nanopatterning may have all contributed to their 
unsuccessful attempts. In related research programs, ITN 
has been working extensively in developing antenna arrays 
with more realistic scaling relationships and more efficient 
diodes.  

As discussed below, we have made great progress in 
demonstrating the feasibility of both the antenna arrays and 
MIM diodes. Current development indicates that MIM 
diode development is the main limiting factor that is 
preventing the optical rectenna from becoming a 
commercially viable next generation photovoltaic device.  

1. Antenna array 
As a means for capturing the abundant energy from 

solar radiation, an antenna is the ideal device since it is an 
efficient transducer between free space and guided waves. 
In the case of conventional PV cells, solar radiation is only 
absorbed if the photon energy is greater than the band gap. 
Because the band gap must also be tuned to minimize the 
excess energy lost to heat when the photon energy is 
significantly above the band gap, a significant portion of the 
incident solar energy, up to 24%, is not absorbed. In 
contrast, an antenna array can efficiently absorb the entire 
solar spectrum with nearly 100% efficiency theoretically 
possible (efficiencies greater than 96% have been predicted 
for realistic systems with ITN’s models). Rather than 
generating single electron-hole pairs as in the PV, the 
electric field (E) from an incident electromagnetic radiation 
source will induce a time changing current (i.e. wave of 
accelerated electric charge) in a conductor. Efficient 
collection of incident radiation is then dependent on 
resonance length scales and impedance matching of the 
antenna to the diode to prevent losses.  

In addition, for solar energy conversion the antenna 
must be designed to couple with a fairly complex 
waveform- best described as a broadband, time varying 
arbitrarily polarized wave. In previous work, ITN, in 
collaboration with the University of Colorado, has 
developed and experimentally validated sophisticated 
models to enable design of antenna structures to meet these 
strict criteria.  

To demonstrate the high absorption efficiencies 
possible with antenna arrays, we have fabricated dipole 
rectenna arrays to operate at 10 GHz. The results show that 
these arrays can operate at very high conversion 
efficiencies, > 50%, limited only by saturation of the 
Schottky diodes. Because the results were obtained using 
inexpensive, COTS Schottky diodes, we expect much 
higher efficiencies (>85%) could be demonstrated with 
higher quality diodes. In addition, we have used the lower 
frequency rectenna arrays 
to address coupling to 
complex waveforms 
(elliptical polarization 
and broadband solar 
radiation source). The 
grid array, shown in 
Figure 1, meets all the 
criteria with efficiency 
demonstrations comparable to the linear dipole arrays. 
These results show that the design of high absorption 
efficiency optical antenna arrays is quite feasible.  

A

B 
Figure 1. Grid arrays design.  
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2. Metal-Insulator-Metal (MIM) Diodes 
As with the antenna, we must overcome the band gap 

limitations of the PV conversion device to achieve high 
conversion efficiencies. With PV, each photon above the 
band gap, regardless of photon energy, generates a single 
electron-hole pair, which delivers an energy proportional to 
the band gap to the load. A photon far above the band gap 
still delivers the same energy as a photon exactly matched to 
the band gap, with the excess energy lost as heat. In 
contrast, a sufficiently ideal non-linear metal-insulator-
metal (MIM) diode can circumvent this limitation by 
operating as an ideal quantum detector in which the voltage 
at which photogenerated carriers are delivered to the 
external circuit increases linearly with frequency. The 
energy delivered to the load can then be as high as the 
photon energy, for all photon energies.  

For high frequency diodes, the limiting factor is 
typically parasitic capacitance. Historically, Schottky diodes 
have been limited to ν < 5 THz, while MIM diodes have 
been used for over 25 years at frequencies down to ν ~ 150 
THz (2 µm); currently being extended farther into the IR 
and optical. State-of-the-art MIM diodes, however, are 
typically limited by two factors: 1) Integration and stability 
of the point contact configuration 2) Zero bias response; an 
external bias is required on most MIMs developed to date to 
achieve sufficiently ideal diode behavior. The key then is to 
develop planar MIM diodes that are sufficiently non-linear 
and asymmetric to have good responsivity with no external 
bias applied. 

To guide this development, ITN, in collaboration with 
NIST, has established and experimentally validated a 
tunneling model to predict the dark J-V characteristic of 
MIM diodes. As shown in Figure 2, the tunneling 
conductance is a 
function of the barrier 
height (φ1), barrier width 
(d), and difference in 
metal work functions 
(∆φ). Diodes with very 
high non-linearity and 
asymmetry, with a high 
zero bias responsivity, can be achieved.  

Using analogies from superconductor-insulator-
superconductor (SIS) tunnel diodes3, the model was 
expanded to predict the illuminated response of MIM 
diodes. An 
interesting 
observation is the 
appearance of 
“photon-steps” 4 in 
the illuminated I-
V characteristics 
(see Figure 3). 
Essentially, the 
photon-energy 
acts as an 
additional bias on 
the diode resulting in the diode turn-on voltage shifting by 
an energy hν/e from its dark I-V position. These “photon-

steps” enable the output voltage of the diode to scale 
linearly with the incident frequency. A MIM diode with 
sufficient non-linearity, asymmetry, and zero bias 
responsivity can therefore lead to an optical rectenna with 
very high efficiency.  

We have extensively studied the Nb/NbOx/Ag system. 
Although very small devices (~ 50 nm x 50 nm) are required 
to minimize parasitic capacitance at THz frequencies, much 
of the processing and development work can be done at 
larger scales (micron) where processing is easier. Highly 
nonlinear, asymmetric devices with a high zero bias 
responsivity have been demonstrated at these length scales. 
At the higher frequencies, nanometer scaled MIMs have 
been fabricated and, in collaboration with NIST, we have 
demonstrated room temperature optical rectification with an 
unbiased planar MIM diode. Unfortunately, the processing 
issues are much more complex for the smaller devices. The 
dark I-V characteristic of the nano-devices are not nearly as 
non-linear or asymmetric as the “ideal” micro-MIM devices 
fabricated. Impedance mismatch between the antenna and 
diode have also limited the efficiency of these devices.  
2.  Progress-to-Date 

In the “Beyond the Horizons” program, we are 
proposing to optimize planar MIM diode performance for 
incorporation into ITN’s DCD technology. In our previous 
research experience, we have learned that sufficient control 
over several processing parameters, i.e. interface integrity 
and uniform barrier formation, are key to optimization of 
the planar MIM structure. We have added an ion beam 
deposition system and small cluster tool that will allow us 
better control of film microstructure and controlled 
tunneling barrier formation. To date, we have focused on 
optimizing dark I-V characteristics for crossing wire 
patterns (Fig. 4a) ranging in size from 100 to 500 nm 
square. Promising diodes will be monolithically integrated 

at the feedpoints of dipole antenna (Fig. 4b). Our first year 
goal (Sept. 2002) is to demonstrate the feasibility of high 
efficiency DCD technology operating at a single wavelength 
in the solar spectrum. 
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Figure 3. Schematic illustration of 
“photon-steps.” 

  
Figure 4. (a) Crossing wire MIM pattern and (b) MIM 
monolithically integrated into a dipole antenna. 
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Dye sensitized TiO2 solar cells show great promise 
as a low cost method of converting light to electricity, with 
overall efficiencies exceeding 10%. This study is focused on 
developing an in-depth understanding of both the 
thermodynamics and kinetics of working sensitized TiO2 
solar cells, with an overall goal of designing more efficient 
cells. This type of cell is based on the solar excitation of a 
ruthenium or osmium based dye, followed by injection of an 
electron into the conduction band of TiO2. After injection, 
the reduced form of a redox couple in solution, most 
commonly iodide/triiodide, regenerates the oxidized dye. 
The oxidized form of this redox couple is subsequently 
reduced at the counter electrode, completing the 
regenerative cycle.  

 
Transient absorption data for a homologous series 

of Ru and Os polypyridyl sensitizer complexes, both in 
solution and adsorbed on TiO2 photoelectrodes, were 
obtained to probe the underlying dynamics. For the 
sensitized TiO2 photoelectrodes, kinetic processes ascribed 
to charge injection from the Franck-Condon 1MLCT and 
low-energy 3MLCT excited states were observed on 
femtosecond and picosecond time scales, respectively. This 
assignment was supported by variable-wavelength 
excitation studies of a Ru complex adsorbed to TiO2, where 
direct excitation into the 3MLCT state eliminates the 
ultrafast injection component that is observed following 
1MLCT excitation. Indirect support for this model comes 
from studies of Os sensitizers, where the greater relative 
amplitude of the picosecond injection component is 
attributed to enhanced competition from intersystem 
crossing to the 3MLCT. Across the entire series, the 
picosecond charge injection decay component becomes 
slower as the excited state formal potential of the metal 
complex becomes more positive. Thus, decreasing the 
electronic coupling between the sensitizer and the TiO2 or 
reducing the driving force for charge transfer for the 3MLCT 
state into the TiO2 will eventually reduce quantum yield for 
injection and limit the energy conversion properties of 
photoelectrochemical cells. 

In order to improve the efficiency of the cell, it is 
also important to understand the deleterious back reactions 
so that they can be minimized. We synthesized a series of 
dyes whose ground state spanned a wide range of redox 
potentials to determine which back reaction is rate 
determining in these systems. If recombination of the 
injected electron with the oxidized dye were dominant, then 
we would expect to see a variance in the open circuit 
voltage at a constant current. If, however, the back reaction 
to the redox couple in solution dominated, there would be 
no significant variance in the open circuit voltage. This was 
investigated by preparing TiO2 electrodes with low dye 
coverage to ensure a constant photocurrent for each sample. 
As speculated in the current literature, we have shown that 
recombination of the injected electron with the oxidized dye 
is not the principal back reaction, as we observe no change 
in open circuit voltage as a function of dye redox potential. 

The loss of the injected electron from TiO2 to the 
hole carrier in solution, in this case I3

-, may thus be a more 
important back reaction. Samples of varying TiO2 thickness 
were prepared, and effect of the surface area of the 
nanocrystalline TiO2 film on the rate of the back reaction 
was measured. For each TiO2 electrode, profilometry was 
used to determine the film thickness and the dark current 
density was measured as a function of the electrode 
potential. The results reveal a linear dependence of the 
recombination rate as a function of TiO2 surface area at a 
given potential. This strongly supports the hypothesis that 
recombination with the electrolyte solution is the dominant 
back reaction in working TiO2 solar cells. 

Another possible limitation to the efficiency of the 
cell is escape of the injected electron in TiO2 to the solution 
via the surface bound sensitizer, which can act as a 
molecular wire. By varying the distance between the metal 
center on the sensitizer and the TiO2 surface, the back 
reaction can be minimized while keeping the rate of 
injection sufficiently fast. A series of dyes, with phenylene 
spacers between the TiO2-binding carboxyl group and the 
metal center, has been synthesized to measure the back 
reaction rates as a function of this separation.
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ABSTRACT

We are currently developing the technology for
high efficiency multijunction photovoltaic cells based on
semiconductor nanostructure arrays. This approach is based
on electrochemical synthesis of doped II-VI semiconductor
materials using a preformed template.   These devices are
expected to provide increased energy conversion efficiency
as well as increased carrier collection efficiency.  In
addition, this approach provides the ability to tune the
absorption spectrum to match selected windows of the solar
spectrum.   In this paper we will present our recent results in
II-VI semiconductor quantum wire fabrication and
characterization.

1. Introduction
While photovoltaic cells based on thin film technologies

are among the most promising for commercial applications,
many technical challenges still remain such as reduced cell
efficiency, poorer material quality, spatial non-uniformity,
material stability and manufacturing costs [1-4]. In order to
address these limitations, we are developing a new inexpensive
photovoltaic cell technology based on the electrochemical
fabrication of semiconductor nanostructures. Nanostructure
based PV cells have the potential to provide very high energy
conversion efficiencies resulting from the following effects:
(a) nanostructure crystallite sizes are comparable to the carrier
scattering lengths, which significantly reduces the carrier
scattering rate, thus increasing the carrier collection
efficiency; and (b) the strong absorption coefficient of
nanostructures due to the increased density of states.  In
addition, by varying the size of the nanostructures, the band
gap can be tuned to absorb in a particular photon energy range
[5]. The major impediment to the development of a
nanostructure based PV technology has been the inability to
fabricate large arrays of nanostructures with the required
periodicity and size control at low cost. We have developed a
unique low cost technology  for the fabrication of periodic
arrays of semiconductor nanostructures with very good  size
control (± 10%) and periodicity. This technique uses
electrochemical synthesis  on a preformed template of
anodized aluminum to form the nanostuctures (Figure 1a).
This technology is also ideally suited for the formation of
multijunction structures which will further increase the photo-
conversion efficiency [6]. The photovoltaic cells fabricated
using this technique can be formed by stacking layers of
nanostructure arrays as shown in Figure 1b, where the multi-
junction feature is achieved by using band gap tuning through
nanostucture size control.

2. Results and Analysis
The Nanostructures Research Group, in collaboration

with the University of Notre Dame has developed a process
for the fabrication of highly ordered pores on a silicon
substrate and for direct-current, underpotential deposition of
CdS quantum wires into these pores.  A top FESEM view of
the pore order is shown in Figure 2.  This template structure
was created through  the single-step anodization of a 500 nm
thick 99.999% Al film deposited by e-beam evaporation.

One important concern for devices that rely on charge
transport is the state of the nanostructure/silicon interface.
During template formation, a barrier layer with thickness
approximately equal to the pore diameter remains after the
anodization process is completed.  A second concern is that
anodic oxidation of the silicon surface will occur leading to
the formation of an insulating silicon dioxide layer at this
interface.  To alleviate these concerns, an Al/Pt/Si structure
has been developed by WVU and Notre Dame [7,8] that
provides in situ barrier layer removal and prevents anodic
oxidation of the silicon surface.  Cross-sectional FESEM
images of this interface along with the initial stages of CdS
formation are shown in Figures 3 and 4.  The in situ barrier
layer removal process is significant since this can enable the
use of underpotential, direct-current electrochemical
deposition.  The use of these techniques has been
demonstrated to substantially improve semiconductor material
quality.

Photoluminescence (PL) characterization on the initial
CdS samples grown using this technique are shown in Figure
5.  The PL shows a strong peak near mid-gap, most likely
from vacancy sites, as well as a band-edge luminescence that
is blue shifted. The results of Raman measurements on CdS
quantum wires with diameters of 40 nm (sample 1) and15 nm
(sample 2) are shown in Figures 6 and 7.  The 15 nm diameter
wire shows significant enhancement in Raman scattering at
the wavenumber of the first LO phonon in bulk CdS (300
cm-1).  For the 40 nm sample, somewhat weak scattering is
observed at approximately 313 cm-1.  The broad peak in the
range between 1000-4000 cm-1 has been attributed to inter-
subband transitions. This feature is not observed in the 40 nm
sample and seems to indicate the onset of quantum
confinement for the 15 nm diameter sample.  The series of
sharp lines around 1300 cm-1 is believed to be due to
luminescence from trace amounts of rare earth impurities.

3. Discussion
An important advance in this research has been the

development of a “barrier engineering” process to eliminate
the alumina barrier layer in situ.  Previously, this was
accomplished with a phosphoric acid etch that provided a very
narrow process window between incomplete barrier etching
and template lift-off.  The ability to remove the barrier layer in
a controlled fashion enables the use of underpotential DC
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deposition techniques that provide the promise to substantially
improve deposited semiconductor material quality.  The use of
these techniques to fabricate alternate semiconductor materials
(CdSe, CdTe) and material heterojunctions will be the focus of
the next research phase.
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Fig. 1  (a) Top and cross-sectional views of template, and  (b) schematic
cross-section of nanostrcuture multijunction PV cell.

Fig. 2 Top view of alumina pores on a silicon substrate.

Fig 3. Cross sectional view of Al/Pt/Si structure showing
initial stages of CdS synthesis.

Fig. 4 Cross-sectional view of Al/Pt/Si showing the alumina/Pt interface.

Fig. 5 PL measurements of CdS quantum wires.  The inset shows the band-
edge luminescence with a slight blue-shift.

Fig 6 Raman measurements of CdS quantum wires near the first LO phonon
in bulk CdS.

Fig 7 Raman measurements in the range of 1000-4000 cm-1
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ABSTRACT 
 
 Under the auspices of NREL/DOE funding we 
have recently embarked upon a broad program to 
develop new liquid crystalline-based photovoltaic 
technologies. Our goal is to combine new self-
assembling organic materials that possess charge 
mobilities of 0.1-1 cm2/V·s and high charge 
generation efficiencies, with chemically-modified 
ITO anodes and new versions of air-stable, low 
work function Al cathodes, to create a new 
generation of PV cells.  This work builds upon 
considerable recent work from this group in the 
development of new organic light emitting diode 
technologies (OLEDs), development of new self-
organizing discotic liquid crystalline materials, 
new routes for modification of both ITO anodes 
and cathode materials such as Al, and an 
expanding theoretical understanding of the critical 
aspects of exciton dissociation and charge 
transport in organic thin film materials. 
 
1. New Discotic Mesophase Materials 
 Several recent reports have demonstrated that 
discotic molecular systems can not only form very 
coherent rod-like assemblies, but that once in 
these states, the electrical properties of these 
materials are significantly enhanced.1,2  Charge 
mobilities have been observed to be as high as 
1cm2/volt·sec when charge motion is monitored 
on the 100nm distance scale, and when the 
average coherence length of these rod-like 
aggregates is at least of that dimension. 
 Recent work here at Arizona suggests that 
phthalocyanines and related macrocycles can be 
functionalized in such a way as to create coherent 
aggregates of at least that dimension.  Our earliest 
successes have come from Pcs functionalized with 
eight benzyl-terminated ethylene oxide side 
chains (Fig. 1), and horizontally transferred thin 
films of these molecules have yielded AFM 
images showing coherence in the Pc rods of at 
least 100nm.1,3  Extrapolation of these studies to  

 
 

substrates which will support such columnar 
structures, with the plane of the Pc parallel to the 
substrate plane, are underway, as are attempts to 
create new polymerizable versions of these 
molecules.4  Other classes of discotic mesophase 
materials are in development which incorporate 
both electron donor and electron acceptor entities 
in molecular formats which lead to easily 
processed thin films, and lead to both efficient 
exciton dissociation and charge transport. 
 
2. Anode/Cathode Interface Characterization/ 
Modification 
 Anode and cathode interface composition in 
PV technologies plays a critical role in 
determining both efficiencies and lifetimes of 
these technologies, particularly for organic PV 
technologies.  Recent work at Arizona suggests 
that interface characterization and modification 
can have a significant impact on efforts to 
optimize these technologies.6,7  Fig. 2 shows an 
AFM image of a typical ITO surface, along with a 

Fig. 1 – Modified phthalocyanine and AFM image of
ordered bilayer of rod-like aggregates (Ref  ). 
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schematic view of our current picture of the 
surface composition of this material. 

One of the central technical challenges in using 
ITO as an anode material in organic solar cells 
arises as a result of its inherent instability in the 
presence of even traces of water during its 
formation, and the difficulty in chemically 
modifying this interface with hydrophobic groups 

which will also facilitate charge injection 
processes. Our recent studies, however, suggest 
that simple chemisorption of redox mediators can 
be an effective probe of this composition, and can 
lead to significant enhancements in both PV and 
OLED device performance.6 
 
3. New Directions 
 We are presently focusing on a) the 
extrapolation of these results to new discotic 
mesophase materials, which combine low and 
high electron affinity molecules in one “super 
discotic” system; b) new theoretical 
understandings of exciton dissociation and charge 
transport in organic thin film materials;7 and c) 
new strategies for interface modification of both 
anode and cathode materials which maximize 
work function differences and enhance wettability 
and charge injection rates.  Results of this work 
will be reported at the next NCPV meeting. 
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Fig. 2 – AFM image of ITO surface, and schematic of
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ABSTRACT 

In order to study the possibility of influencing the 
phase containing predominantly Si-H bonds, samples of 
a-Si were exposed to Duke-FEL Mark III radiation, 
which was selected to fit the maximum absorption of 
stretching vibrations of Si-H bonds. By varying the 
wavelength in the vicinity of 5µm, the illumination 
time, and the power density, different types and degrees 
of structural ordering of Si-H bonds Si-Si bonds were 
obtained, and monitored by Raman spectroscopy. Using 
5 µm at 10 kW/cm2 leads to increase in structural 
disordering. However, increasing power to 60 kW/cm2 
improves both short and intermediate order in a-Si:H. 
Further increasing power density by an order of 
magnitude results in crystallization of the sample. 
 
1.  INTRODUCTION 

Hydrogen is of crucial importance for improvement 
of the electronic and optical properties of a-Si:H. It has 
been suggested that the degradation of a-Si:H by 
illumination, Stabler-Wronski effect (SW), may be also 
related to the role of hydrogen and its effects on the 
variations in the microscopic structure2,3,4. Experiments 
suggest that the SW effect is not only related to local 
breaking of “weak” Si-Si bonds5, but also to changes 
beyond the short-range order (SRO, nearest 
neighbor6,7). Thus, the role of the hydrogen in the 
determination of the network order, short range and in 
particular, intermediate-range order (IRO, beyond 
nearest-neighbor), become an important question.  
Structural changes and defect formations may be 
caused by photo induced breaking of a Si-Si bonds just 
behind Si-H bonds8.  
         
2.  EXPERIMENTAL AND RESULTS 

In this work we report on the effect that the 
irradiation of a-Si:H sample at FEL frequency resonant 
with the Si-H bonds has on its SRO and IRO. We 
demonstrate that the direct excitation of the lattice 
vibration by an intense ultra short laser pulse with an 
appropriate wavelength can induce improvement of the 
SRO and IRO even at room temperature, without 
increasing the temperature of the sample. We used 
samples of a-Si:H, deposited by hot wire deposition at 
NREL on glass and mono crystalline Si substrate. The 
samples were exposed at the Duke FEL  Mark III to the 
4.7 to 5.2  µm radiation. The Raman spectra were taken 
by double grating spectrometer suplied with water 
cooled photomultiplier.  As a source for the 514.5 nm 
excitation beam, Ar ion laser was used.  

 
As can be seen from Fig. 1 after irradiation with 10 

kW/cm2 the effect of the irradiation caused increase in 
the intermediate range disorder in the material. The 
ratio of the areas under TA peak and TO peak (the 
ITA/ITO ratio) increased as a consequence of irradiation 
and the width of the TO vibration mode slightly 
increased.  The TA peak (around 160 cm-1) represent 
the IRO, and involves triads of atoms representing  
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig 2. Raman spectra of Si-Si related part for as 
deposited sample (full line) and the 20 minutes 

irradiated sample with 60 (dotted line) and 90 kw/cm2 
(dashed line) 

 
bond bending and the dihedral angle fluctuations. The 
transverse-optical (TO) vibration mode, peak (around 
480 cm-1) reflects the degree of the SRO and shows no 
change.   

  
The changes in phonon related peaks are in close 

relations with changes in part of spectra related to Si-H 
stretching vibrations. In Fig.3 are plots of the spectra of 
as deposited sample (full line) and illuminated with 60 
kW/cm2 (doted line) and 90 kW/cm2 (dashed line) 

Fig.1. Raman spectra of  as deposite a-Si:H sample 
(full line) and illuminated with  5µm and 10 kW/cm 2 

(dashed line). Spectra are normalized to the same 
intensity of TO
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while on Fig.2 are the corresponding spectra related to 
Si-Si bonds. As can be seen, the larger the surface 
under the Si-H stretching peak, the lower ITA/ITO ratio  
(the spectra are normalized to the ITO peak and the TA 
peak in Fig. 2 is lower).  It suggests that the increase in 
IRO is  
.  
  
.  
 
 
 
 
 
 
 
 
 
 
 
 
 
connected to increase in the number of Si-H bonds, 
which is proportional to the Si-H stretch mode peak.             

 
We also explored the effect of wavelength on the 

IRO and SRO.  Fig. 4 shows a spectra of as deposited 
sample (full line) illuminated for the same amount of 
time by the same power intensity (80 kW/cm2), but with 
different wavelengths (denoted on the graph). The 
spectra are normalized on the same peak value in order 
to illustrate the changes in the peak shape caused by 
illumination.  It appears that only irradiation at the 
resonant wavelength of the Si-H bonds leads to a 
narrower peak.  

 
Further increase of the irradiation intensity to the 

order of MW/cm2 leads to the a-Si:H recrystallization.  
Figure 5. shows a sample of a-Si:H before and after 
irradiation. One can see that irradiation produces the 
peak, which is characteristic for the poly crystalline Si.  
The typical peak position of crystallized material was 
between 516 and 518 cm-1. 
 
SUMMARY 

In summary, we demonstrated the possibility of 
changing Si-H bonding configuration with FEL IR 
radiation, without heating all of the sample volume. By 
proper choice of wavelength in the vicinity of  5 µm, 
energy density and duration of illumination it is 
possible to increase the Si-H bonds ordering and in 
some extent to change the Si-H bonds concentration. 
This possibility enables to prove direct correlation 
between concentration of bonded hydrogen and 
intermediate and short range structural ordering.    

Regarding the material modification,  it can be 
concluded that the irradiation of a-Si samples with low 
intensity (about 10 kW/cm2) leads to decrease in the 
IRO of the material. Irradiation at intermediate intensity 
(100 kW/cm2) and with the resonant wavelength of the 
Si-H bonds increases both IRO, (ITA/ITO lower), and 
SRO (ΓTO narrower), and also increases the local order 
in the material  (Γ2000  narrower).  
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Fig.4 The spectra of as deposited a-Si:H sample (full
line) and  illuminated  with same energy and time
while different wavelengths (denoted in µm on the
graph). 

Fig.5. Raman spectra of as deposited a-Si:H 
sample and illuminated  with  3 •  10 3 kW/cm 2 

for 1 min. 

Fig.3 Raman spectra Si-H related part for as 
deposited sample (full line) and the irradiated 
sample with 60 (doted line) and 90 kW/cm2 

(dashed line). 
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ABSTRACT 

 
The focus of this work is to improve GaInNAs quality 

by migration-enhanced epitaxy (MEE) and digital-alloy 
growth techniques. MEE reduces the low-energy tail of 
photoluminescence (PL), and PL peaks become more 
intense and sharper. The room-temperature PL intensity of 
the GaInNAs quantum well grown by the strained 
InAs/GaN0.023As short-period superlattice (SPSL) growth 
mode is higher by a factor 5 as compare to the continuous 
growth mode. The SPSL growth method allows for 
independent adjustment of the In-to-Ga ratio without group 
III competition. The In composition is easily adjusted by 
controlling the InAs growth time. 400 nm-thick strain-
compensated Ga0.92In0.08As/GaN0.03As0.97 SPSL are grown 
lattice-matched to GaAs substrates. The PL intensity of 
digital alloys is 3 times higher than that of random alloys at 
room temperature, and the improvement is even greater at 
low temperature, by a factor of about 12.  

 
1. Introduction 

Recently, the quaternary Ga1-xInxNyAs1-y alloy system 
has attracted a great deal of attention due to its potential 
applications in next-generation ultra-high-efficiency 
multijunction solar cells as well as in long-wavelength 
semiconductor lasers for optical communications [1-2]. 
There are many materials issues, however. GaNAs and 
GaInNAs alloys tend to phase separate when the N 
composition is increased due to a large miscibility gap. 
Temperature-dependent photoluminescence (PL) and 
transmission electron microscopy study show that a 
concomitant presence of both In and N results in strain 
and/or composition fluctuations.[3-4] In order to improve the 
quality of GaInNAs, we have investigated GaInNAs grown 
by migration-enhanced epitaxy (MEE),  strained 
InAs/GaN0.023As and strain-compensated Ga0.92In0.08As 
/GaN0.03As0.97 short-period superlattices (SPSLs). In and N 
are separated in different layers.  

 
2. GaNAs Grown by Migration-Enhanced Epitaxy 

We investigated first the influence of MEE on the 
optical and structural properties of GaN0.018As0.982/ GaAs 
quantum wells (QWs). When group III atoms are deposited  
on a substrate surface in the absence of a group V 
overpressure, the migration length of the group III adatoms 
is increased. Two approaches are investigated. Alternating 
group III and group V flux onto the growing surface is 
called MEE, and introducing the group V flux alternatively 
while maintaining a constant group III flux is called 
modified MEE. Thus, low-temperature growth by MEE or 

modified MEE is expected to produce materials with 
comparable quality as those grown by molecular beam 
epitaxy (MBE) at higher temperature. 

Each sample consists of a single 7-nm-thick 
GaN0.018As QW sandwiched between two 40-nm-thick 
GaAs barrier layers. The shutter sequence of each growth 
technique is schematically shown in the insert of Fig. 1. In 
order to increase surface migration of adatoms, a 2-second 
delay was introduced between consecutive shutter 
openings. 

 
Fig. 1 shows low-temperature (8K) PL spectra of 

samples with QWs grown by MBE, MEE and modified 
MEE. The typical spectral shape of such emission is very 
asymmetric. The low-energy tail is reduced by modified 
MEE and even further by MEE. The QWs grown by MEE 
exhibit stronger PL intensity and smaller low-energy tail 
compared to the MBE-grown sample. The slope of the PL 
low-energy tail in a semilogarithmic scale can be used to 
estimate the localization potential Eo, as expected for a 
density-of-states tail caused by a fluctuation potential, ρ(E) 
∝  eE/Eo. Eo is about 145 meV, 65 meV and 42 meV for 
MBE, MEE1 and MEE10 sample, respectively. The MEE 
samples exhibit clearly a reduced localization potential, 
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Fig. 1. Low-temperature (8K) PL spectra of QWs. PL
measurements were taken under identical condition. The
insert is a schematic representation of the different growth
techniques used for the QW growth. (MEE1) is QWs
grown by equal group III and V shutter opening time (1
second); (MEE10) is QWs grown by group V shutter
opening time being 10 times longer than that of group III
(10 seconds vs. 1 second).  Bulk means a 100 nm-thick
GaNAs sample grown by MBE.  
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indicating improvement in the GaNAs composition 
homogeneity. 

 
3. Strained InAs/GaN0.023As0.977 short-period 

superlattices 
For 1.3 micron GaInNAs lasers, It is indispensable to 

increase the In content (typically 30-35 %) and reduce the 
N content in the GaInNAs well layer. This results in a 
larger strain of over +1.5% in the QW active region and 
degraded QW quality. The growth temperature strongly 
affects the characteristics of GaInNAs. The optimal growth 
temperature range was found to be 440 - 450oC. 

N incorporation forms N clusters in GaInNAs due to 
the large atomic size difference between In and N.[3] The 
degradation of PL efficiency is originated from strong 
carrier localization, which is due to the simultaneous 
presence of both In and N, and not solely of N.[4] Spatial 
separation of In and N  by the SPSL growth mode could be 
a way to improve the GaInNAs quality. 

We grow Ga0.67In0.33N0.015As0.985 QWs using (3Å 
InAs)10/(6.2Å GaN0.023As)9 SPSL mode (the inset of Fig. 2) 
and compare them with random-alloy 
Ga0.67In0.33N0.015As0.985 QWs.  The SPSL growth method 
provides a simple way to tune the In and N mole fraction in 
QWs without changing the In and N beam flux. The PL 
intensity of the Ga0.67In0.33N0.015As0.985 QWs grown by the 
SPSL growth mode is higher by a factor 5 as compare to 
the continuous growth mode, as shown in Fig. 2 
 

 
4. Strain-compensated Ga0.92In0.08As/GaN0.03As0.97 

short-period superlattices 
For high-efficiency multijunction solar cell 

applications the GaInNAs cell needs to have enough 
thickness to absorb the solar energy. In order to separate In 
and N and improve the GaInNAs quality, we grow 
Ga0.92In0.08As/GaN0.03As0.97 SPSLs instead of bulk 
Ga0.96In0.04N0.015As0.985. The layers in the SPSLs are strain-
compensated, i.e., GaN0.03As0.97 is under tension and 
Ga0.92In0.08As is under compression. Thus, thick 
Ga0.92In0.08As/GaN0.03As0.97 superlattices can be grown 
lattice-matched to GaAs substrates. Several SPSLs of 
GaIn0.08As/GaN0.03As are grown with different periods 
from 16 Å to 100 Å. The number of periods is selected so as 
to keep the total thickness 0.4 µm constant. The zeroth 
order peak is closed to the GaAs substrate peak with a 
lattice mismatch less than 0.05%. Symmetric satellite peaks 
can be observed clearly. 

The annealing temperature was investigated from 
650°C to 900°C and optimized rapid thermal anneal 
condition for SPSLs is 700 °C and 10 sec in N2 ambient. 
The PL intensity of SPSLs is much stronger than that of 
bulk layer. The PL intensity increases about 12 times at 
low temperature (10K) and 3 times at room temperature. 
Hall measurements show electron mobility is improved by 
a factor of almost two [5] due to the smaller effective mass 
of the superlattice structure. 

 

 
5. Conclusion 

In order to improve the GaInNAs quality, we 
demonstrate growth of GaInNAs quaternaries using MEE 
and digital alloy technique to separate In and N 
intentionally. MEE reduces the low-energy tail of PL.  The 
room-temperature PL intensity of GaInNAs QWs grown by 
the strained InAs/GaN0.023As SPSL mode is higher by a 
factor 5 as compare to the continuous growth mode. The 
binary InAs allows for independent adjustment of the In to 
Ga ratio without group III competition. The In composition 
is easy adjusted by controlling the InAs growth time. 400 
nm-thick strain-compensated Ga0.92In0.08As/GaN0.03As0.97 
SPSLs are grown lattice-matched to GaAs substrates. The 
PL intensity of the digital alloys is 3 times higher than that 
of random alloys at room temperature, and the 
improvement is even greater at low temperature, by a factor 
of about 12. 
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Fig. 2 Room temperature PL of Ga0.67In0.33N0.015As0.985
QWs grown by the SPSL mode and continuous mode.
The inset is a detailed structure of Ga0.67In0.33N0.015As0.985
QWs grown by SPSL. 
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ABSTRACT 
 

Photovoltaic technology has developed sufficiently in a 
number of key areas so that it is a candidate for serious 
consideration as a distributed energy resource (DER) 
technology of choice.  Efforts to this end are ongoing and 
are important because of the potentially significant market 
opportunities that may result.  In addition, PV can serve as a 
model for other emerging distributed energy resources.  
Because PV and other DER are complementary but serve 
different markets, removal of implementation barriers for 
DER in general will have a positive impact on the PV 
industry.  With support from the DOE PV program, 
significant advances have been made in the areas of 
performance, cost, and lifetime of PV modules, system 
design criteria, energy storage criteria, safety codes and 
standards, and the development of reliable power electronic 
components.  It has been recognized that corresponding 
levels of sustained effort are required to assure reliability in 
the areas of system design, integration, and performance.  
Consequently a PV systems reliability effort has been 
initiated.  As a result of these activities, PV is positioned as 
one of the more mature alternative DER technologies.   
 
1. Introduction 

Sandia is working in a variety of areas with key 
industrial partners to continue to position PV to be a 
technology of choice for DER.  DOE is working to 
accelerate this change in the manner in which power is 
produced and distributed.  These activities are highly 
synergistic in that successful approaches in PV can be 
readily extended to other DER.  Improving the technology, 
identifying and addressing research gaps, and removing 
implementation barriers to all technologies is critical to 
achieving DOE’s goal of having DER constitute 20% of 
capacity additions by 2010. [1] Therefore, Sandia is 
applying PV lessons learned to the broader arena of DER in 
general. 
 
2. Inverters – the common DER utility interface  

Power electronic inverters are critical system 
components that are integral to a variety of DER.  Power 
generation sources using inverters include PV, fuel cells, 
most microturbines, and variable-speed wind generators.  
DER systems using energy storage also employ inverters.  
This is significant because energy storage can add value to 
DER by providing power during utility outages, improving 
transient load capabilities, improving power quality, and 
stabilizing local grids during utility perturbations.  Inverters 
condition the electrical output of sources into utility-
standard 60-Hz ac that is compatible with the grid and with 
existing electrical devices.  As such, they serve as the 

interface between the source and the utility.  Source power 
may be dc (fuel cells, PV, batteries) or ac at other than 60 
Hz (microturbines, variable-speed windturbines).  The 
performance characteristics of a wide variety of inverters 
have been evaluated at Sandia.  This experience is used to 
identify required improvements to the technology and to 
work with manufacturers to implement those improvements.  
The fact that power electronics are common to (“cross-cut”) 
the different DER technologies makes this experience 
valuable to their development and gives PV a position of 
leadership in this area.   

 
3. PV-DER Objective and approach 

The objective of the PV-DER work at Sandia is to make 
photovoltaics a preferred electrical energy supply option for 
distributed energy applications.  The approach is to partner 
with industry and users of the technology such as the United 
States Department of Agriculture’s Rural Utility Service 
(RUS), tribal authorities, state and federal governments, and 
coops/utilities to ensure customers are ready and able to 
make use of PV technology whenever the economics or 
other drivers dictate that they should.  Where appropriate, 
costs are being shared using Cooperative Research and 
Development Agreements (CRADA).  Such cooperative 
projects may include one or more of the following. 
 
1)  Define requirements – learn where the users of the 
technology perceive a need, including working with electric 
utilities to understand their motivation to be involved with 
PV. 
2)  Work with users to develop a reasonable system 
specification 
3)  Quantify system economics, including and emphasizing 
maintenance costs 
4)  Characterize the system components and the overall 
system in the distributed energy technologies testing 
laboratory, feeding the results back to the equipment 
manufacturers so they can evolve their products accordingly 
5)  Work with users and industry to develop the most 
effective installation and procurement methods 
 
4. Four elements crucial to PV/DER 

PV program experience has shown that having four 
elements in place can greatly accelerate successful 
technology development and implementation.  All four are 
presently being pursued within the PV program.  Sandia 
plans to coordinate input from end users, industry, and 
utilities to continue to refine and develop these elements.  
They are: 1) existing interconnection standards, 2) 
standardized type testing, 3) demonstrated control 
functionality, and 4) a technology reliability program.  
Ongoing efforts in these four areas are discussed below. 
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4.1. PV/Utility Interconnection Standard 

Islanding – the unintended energizing of a section of the 
power system following a loss of utility – continues to be 
the most common concern of utility engineers.  This issue 
has been dealt with effectively for PV by IEEE standard 
929-2000 [2].  The standard, which includes test procedures 
developed at Sandia, was approved in January 2000 and is 
mandated by a number of states.  Although it was intended 
to provide a straightforward procedure for approval of the 
utility interconnection of PV systems smaller than 10 kW, it 
has been required for larger units by a variety of utilities.  It 
is also being referenced in testing for other DER sources 
such as microturbines.  A number of the concepts are being 
incorporated into IEEE P1547 [3], an interconnection 
recommended practice being developed for all types of 
DER.  Repeatedly, the lack of approved interconnection 
procedures has been cited as the single greatest barrier to the 
implementation of DER.  In the case of PV, the existence of 
IEEE 929-2000 has greatly eased the interconnection 
approval process. 
 
4.2. Standardized Type Testing 

Test protocols are necessary for meaningful performance 
evaluations and comparisons.  An example of a standardized 
test protocol is Appendix G of IEEE 929, which defines the 
requirement for a “non-islanding inverter.”  Underwriters 
Laboratories tests and certifies inverters using this 
methodology as documented in UL1741.  Sandia is 
currently testing multiple parallel PV inverters per this 
procedure.  This test is not a requirement of IEEE 929 but is 
being performed to “continue to expand our knowledge base 
and to ensure that the single-inverter test is adequate for 
new inverter models.” [4] Islanding tests as well as detailed 
standardized performance evaluations are being performed 
in Sandia’s Distributed Energy Technology Laboratory 
(DETL) for PV inverters in combination with microturbines, 
reciprocating generators, and fuel cells. 
 
4.3. Control Functionality 

Sandia’s work in the PV controls area includes the 
development of an active algorithm to detect loss of utility 
under any load scenario.  This algorithm is published in 
open literature [4] and is applicable to other DER sources in 
addition to PV.  A second area of controls work concerns 
the operation of multiple sources in an isolated, i.e., not 
utility-connected, microgrid.  Such a configuration would 
provide power during a utility outage and as such would 
provide added value that could expand the DER market 
significantly.  Experience in PV-hybrid systems is valuable 
in this regard since an isolated microgrid constitutes a 
hybrid system.  Sandia is developing prototype controls for 
microgrid operation and plans to test the prototype during 
FY02.  A related capability is that of seamless transfer to 
and from the grid.  Sandia developed a circuit technique 
utilizing energy storage that has evolved into a successful 
commercial product targeting customers requiring high 
power quality.  This same technique is being examined for 
application to stabilize microgrids during utility 
fluctuations. 

4.4. PV Reliability Program 
In FY 2001 the DOE directed Sandia “to develop, in 

cooperation with industry, a systems and balance of systems 
(BOS) reliability”.  Key elements include establishing 
consistent program management and oversight and 
accelerating the development of a performance/reliability 
database. The program is structured to prioritize and 
examine the following issues:   
• Define system lifetimes.   
• Utilize systems engineering design approach.     
• Investigate field-aged systems in detail.  Initiate R&D 

programs with industry to solve particular problems. 
• Expand laboratory test program that supports industry. 
• Systematically document & analyze field reliability 
Testing will be used throughout the development cycle to 
improve new-product reliability.  The program will also 
encourage development of codes and standards, certification 
processes, and education and training. 
 
5. PV taking the lead to fill DER “gaps” 

The area of DER is so broad that its organization has 
required a great deal of effort from DOE and other agencies.  
A primary goal has been to identify research “gaps” which 
could most productively use additional effort to assist the 
maturation of the technologies.  A. D. Little recently 
performed a study under contract to the California Energy 
Commission to identify strategies, categorize projects, and 
identify gaps. [5] The study suggested one approach to 
prioritizing DER strategies.  The two strategies that were 
most highly prioritized using the suggested methodology 
are: 

1) Type testing and certification of interconnection 
standards  
2) Developing communications/control 
standards/protocols 

This study underscores the importance of the areas in which 
the DOE PV program has already been and continues to be 
highly active.   
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The Southwest Region Solar Experiment Station 
(SWTDI) is an integral laboratory within the NCPV. 
SWTDI has supported the DOE PV Program and 
Sandia for the past 20 years addressing critical needs 
in the areas of PV system reliability, codes and 
standards, international development, system 
performance and characterization, as well as training 
and information outreach.  In 2001, SWTDI 
completed work in all of these major areas with the 
common emphasis for safe, reliable PV systems, 
capable of attaining long lifetimes. 
 
As the U.S. PV industry works to meet its goals for 
market growth by the year 2020, the need for 
public/private partnerships – both domestically and 
internationally - will continue to grow and SWTDI 
will continue to assist industry and DOE in meeting 
the challenge.  SWTDI programs support activities 
include the 
 
• Accurate characterization of fielded systems; 
• Better trained installers and inspectors; 
• Improved quality procurements and installations; 
• Reliability database performance analyses; 
• Promoting PV productive uses and markets; 
• Assessing new PV applications; and, 
• Leveraging existing development programs and 

mutlilateral bank support for PV deployment. 
 
Among the successful programs supported by 
SWTDI have been training and technical support for 
the Navajo Tribal Utility Authority off-grid PV 
program; national and international code workshops; 
PV systems test and evaluations performed in 
National Parks, DOD installations, and support for 
USAID and international market development, 
especially in Latin America.  
 
NATIVE AMERICAN SUPPORT 
SWTDI is providing multi-year support for Native 
American Tribes on behalf of Sandia.  These efforts 
include support of the Navajo Tribal Utility Authority 
(NTUA) with 4 electrician and customer support 
training workshops, systems evaluations of over 20 
residential systems, data acquisition (DAS) and 
evaluation, as well as assisting the NTUA with a 
$4.8M RUS/USDA PV award.  SWTDI has also 

provided a DAS and public information kiosk to the 
Indian Pueblo Cultural Center in Albuquerque.  
SWTDI has assisted with systems tests and technical 
outreach to 4 tribes and Pueblos in New Mexico 
(Zuni, Torreon Navajo, Santa Ana Pueblo, Ramah 
Navajo).  SWTDI maintains a database of PV 
systems installed on the Navajo Reservation.  
SWTDI is also using this information in a partnership 
with Sandia in the production of a new document, 
The Solar Way, an annotated compendium of PV 
systems used by American Indian Tribes. 
 
FEDERAL AGENCY SUPPORT 
SWTDI works closely with the Sandia PV systems 
program in providing support to a variety of Federal 
agencies, including the National Park Service and 
U.S. Coast Guard.  For instance, SWTDI has tested, 
monitored, and repaired numerous PV systems for 
the Park Service in Grand Canyon National Park, 
Joshua Tree National Park, Natural Bridges National 
Monument, Sleeping Bear Dunes National 
Lakeshore, Canyonlands National Park, and the 
Mojave National Preserve.  SWTDI has also worked 
with the Department of Defense in new applications 
for PV powered systems. 
 
INTERNATIONAL DEVELOPMENT 
The U.S. PV industry depends on international 
market sales, representing more than three-fourths of 
all U.S. PV sales.  Although worldwide sales of PV 
modules have increased over 25 percent per year in 
recent years, U.S. world market share has dropped 
dramatically from 44 percent in 1996 to less than 20 
percent in 2001, thus the U.S. industry must increase 
international market focus to remain viable. 
 
With its largely bilingual staff, SWTDI has played a 
key role with Latin America PV dissemination since 
1992 working.  Besides numerous activities in 
Central and South America, a key focal point has 
been in Mexico with Sandia, which has led to the 
installation of over 500 PV pilot projects in 18 
Mexican states.  These efforts have resulted in new 
public/private partnerships that have led to improved 
system designs and installations, better maintenance 
practices and availability of spare parts; and 
increased consumer confidence.  They have also led 
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to new technology improvements with industry to 
meet local market needs, such as water purification, 
PV ice-making, and direct drive refrigeration with 
battery storage, as well as improved PV lighting 
systems for widespread rural electrification.  SWTDI 
also maintains a reliability database of installed PV 
systems in Mexico.  SWTDI has conducted PV 
training seminars for health and education provided 
to policymakers and engineers in Central America 
including the installation of the first PV powered 
secondary schools in Guatemala and Honduras.  
 
An important SWTDI collaboration has been with a 
Mexican agricultural extension agency under the 
federal Secretariat of Agriculture (SAGARPA) called 
FIRCO (Fideicomiso de Riesgo Compartido), which 
has built partnerships with industry, academia, and 
other institutions in the development community to 
foster sustainable new markets for photovoltaic 
applications. Through the strengths of these 
partnerships, the Mexican government is now 
implementing a US$31 million program for the 
world's first-ever Renewable Energy for Agriculture 
program with sponsorship from the Global 
Environment Facility (GEF) and World Bank.  
 
CODES AND STANDARDS 
The development and implementation of codes and 
standards assist in achieving the desired goals of safe, 
reliable and durable PV systems with lifetimes 
approaching 25-30 years.  These activities also serve 
to increase performance while reducing life cycle 
costs.  The NCPV with NREL, Sandia, FSEC and 
SWTDI have been prime movers in the development 
of IEEE and UL standards and the National Electrical 
Code (NEC).  These standards and codes provide 
road maps for PV equipment manufacturers and 
installers that allow them to design, build, and install 
PV systems that have the same levels of outstanding 
safety and performance achieved by other electrical 
power systems.  In particular, a team of PV industry 
experts lead by Sandia and SWTDI have consistently 
made accepted improvements to Article 690 of the 
NEC over the last four three-year code cycles.  
SWTDI, with technical direction by Sandia, has 
published over 25 articles and papers on PV and the 
NEC, and has made code presentations to over 1,200 
electrical inspectors, electrical contractors, and PV 
professionals over the last three years in the U.S., 
Mexico, and Central America.  Technical assistance 
(telephone and e-mail) has been provided an average 
of 75 times per month to PV vendors, PV installers, 
electrical inspectors, and PV users.  Numerous large 
and small systems have been inspected for code 
compliance and suggestions made for correcting 
deficiencies. 

SUMMARY 
SWTDI is dedicated to assisting the widespread 
dissemination of PV technologies domestically and 
globally.  The U.S. must overcome several challenges 
to increase PV's contributions to the national 
economy, including 
 
• Cost reductions for PV-generated power; 
• Increase the efficiency of PV systems; 
• Extend the lifetime of PV systems; and, 
• Develop domestic markets and recapture global 

market share. 
 
As PV system costs gradually decline, the range of 
system uses will expand from today's high-value 
consumer products and remote applications to 
eventually grid-connected building systems, grid-
distribution support, utility peaking power, and bulk 
power applications.   
 
Contributions by SWTDI to the NCPV have included 
1) the improvement of PV modules as a result of 
testing, evaluation, performance characterization, 
durability research, and long-term exposure; 2) 
Improvement of batteries, charge controllers, and 
other system components by both destructive and 
non-destructive testing; 3) Improved engineering 
through testing, performance verification and field 
validation; 4) Creation of design tools, processes, and 
computer software; 5) International market 
development and new PV applications; 6) 
Development of procurement specifications; 7) 
Development of system acceptance test procedures; 
and, 8) Domestic and international training on design, 
installation, codes, operation, and troubleshooting. 
 
SWTDI provides critically needed research, testing, 
evaluation, and engineering in support of the U.S. PV 
industry.  SWTDI also promotes economic 
development by promoting U.S. PV manufacturing 
and local productive uses for PV.  The SWTDI 
program is active internationally to help increase U.S. 
exports considering that over two billion people in 
the world do not have grid electricity representing 
large markets for PV.  Finally, SWTDI typically 
employs a dozen students at any one time and thus 
provides a training ground for university students to 
serve in future leadership roles in the U.S. utility and 
PV industries.  Many SWTDI alumni are now 
employed by the PV industry and utilities. 
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ABSTRACT 
 

The Solar Way:  Photovoltaics on Indian Lands 
documents how photovoltaics - as a power source - is in 
harmony with the Native American Seven Generations 
philosophy:  caring for the earth and the people on it, 
caring about the future generations, and living as 
sovereign people for Seven Generations to come.  The 
booklet is being published by Sandia National 
Laboratories. 

Sandia has developed a strong relationship with 
the Navajo Tribal Utility Authority (NTUA) and Sandia 
has been providing PV technical assistance directly to 
NTUA.  Sandia’s Photovoltaic program has grown this 
relationship through joint formation of strategic multi-
year plans oriented toward the development of 
sustainable Native American renewable energy projects 
and associated business development.   

The NTUA and other Native American PV 
programs serve as models for other tribes and these 
experiences can directly apply to rural utilities across 
nation.  It also addresses the opening of a large 
sustainable market for PV with the rural electrical 
cooperatives. 
 
 
1. The Solar Way:  Photovoltaics on Indian Lands 

There are more than 500 tribes of American 
Indians and Alaskan Natives living in the United States.  
These First Americans live in more than 40 states, on 
and off reservations lands that range in size from only a 
few city blocks to millions of square miles of rural 
lands.  They may live in abject poverty or they may be 
beneficiaries of newly accumulated wealth.  It is a 
mistake to consider that all tribes are the same or that all 
their needs are the same. 

But with all their diversity, they cherish some 
common values:  caring for the earth and the people on 
it, caring about future generations, and living as 
sovereign people for Seven Generations to come.  
Within the booklet, The Solar Way, the Seven 
Generations philosophy is presented along with how 
photovoltaics – as a power sources – is in harmony with 
this philosophy and is a technology that fits easily with 
these values. 

Simply put, PV captures the sun’s energy to 
generate electricity.  It can be used anywhere the sun 
shines to generate electricity cleanly and quietly and 
independently – no noxious fumes, not obtrusive power 
lines.  Solar electricity is an enabling technology.  It 
enables tribes to install the power they need for 

preserving traditions, encouraging sovereignty, 
maintaining independence, creating jobs, choosing 
lifestyles, and caring for the earth and her people – for 
Seven Generations to come. 
 
2. Memorandum of Understanding (MOU) 

Sandia National Laboratories, Navajo Nation and 
the Department of Energy signed a Memorandum of 
Understanding authorizing collaboration and technology 
transfer for the Navajo Nation.  The collaboration 
emphasizes energy, environment, education, economic 
development, and communication.  The Memorandum 
of Understanding (MOU) reinforces Sandia’s 
commitment to the Navajo and other tribes are 
requesting similar technical assistance. 
  NTUA serves as the Navajo’s utility cooperative 
and throughout their service area, 200 photovoltaic 
systems have been purchased and installed by NTUA at 
individual residences. Sandia National Labs has been 
providing technical assistance and training to NTUA for 
their particular photovoltaic system. Sandia has trained 
the majority of the NTUA electricians, engineers and 
customer service technicians.  Other assistance included 
monitoring performance/operation of PV systems in the 
field and conducting performance tests on NTUA 
system at Sandia.  
 
3. User/Customer Forums 

NTUA’s Kayenta District has the majority of the 
PV units installed; therefore, the first customer forum 
was held at the Kayenta Community Chapter House, in 
Kayenta, Arizona. A live radio broadcast, all in the 
Navajo language, covered the majority of the 
reservation and helped to promote PV and the NTUA 
program. 

The NTUA customer forum provided a platform 
for presenting information on understanding 
photovoltaics and the PV system in general.  
Considerable time for questions and answers was 
provided along with an opportunity for customers to see 
the components of the system in a supervised manner. 
 
4. Native American Program Development 

Based on tribal needs, strategic partnerships 
between Sandia, various tribes and Native American 
organizations will create viable renewable energy 
options.  Strategies for program success include new 
partnership development; existing partnerships 
enhancements; outreach and promotion; and 
communication of results. 
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Future plans with NTUA include providing 
assistance on sustainability issues, maintenance process 
development and other technical training activities. Also 
planned are determination of life-cycle costs of fielded 
stand-alone PV system, monitoring and data collection 
of installed systems, continued technical assistance and 
capacity building, business development geared toward 
sustainability and growth of present activities, 
monitoring and regular evaluation of installed projects 
as well as the overall implementation plan. 
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ABSTRACT 
 
The Photovoltaic Southeast Regional Experiment Station 
(SE RES) was established as a U.S. Department of Energy 
testing and evaluation laboratory in September 1982.  The 
Florida Solar Energy Center, a research institute of the 
University of Central Florida, operates the SE RES at its 
campus in Cocoa, Florida.  During its 19-year history, 
Sandia National Laboratories has provided technical liaison 
and oversight for SE RES activities. 
 
SE RES activities fall into one or more of the following six 
categories: 

• Laboratory testing and evaluation 
• Monitoring grid-tied photovoltaic systems 
• Practitioner training and certification 
• Applications and market development 
• Technical assistance 
• Education and information dissemination 

 
This paper summarizes activities and achievements in each 
of the above categories. 
 
1. Laboratory Testing and Evaluation 
 
As part of the SE RES cooperative agreement with the U.S. 
DOE, FSEC has tested and evaluated modules, arrays, 
inverters, batteries, charge controllers, lighting components, 
and systems (grid-tied, stand-alone and hybrid).  In the 
summer of 2001, FSEC received formal accreditation as a 
quality laboratory (for testing both photovoltaic and solar 
thermal hardware) by the American Association for 
Laboratory Accreditation (A2LA).  This important 
accreditation means that FSEC meets the “General 
Requirements of Testing and Calibration Laboratories” 
(ISO/IEC 17025) and operates in accordance with 
international quality standards (ISO 9001).  In addition to 
A2LA accreditation, FSEC is currently pursuing 
accreditation from PowerMark Corporation, the U.S. agent 
for the Photovoltaic Global Approval Program (PV GAP).  
With PowerMark accreditation, FSEC will test, certify and 
rate the performance of photovoltaic modules; review, 
approve and certify grid-tied photovoltaic system designs; 
and test and certify stand-alone photovoltaic systems. 
 
The most significant recent achievements of the SE RES in 
laboratory testing and evaluation have been: 1) A2LA 
accreditation as a quality testing laboratory, 2) the testing 
and performance rating of over 15 different models of 
photovoltaic modules from various suppliers, 3) the review 

and approval of over 25 grid-tied system designs, 4) the 
development of procedures for hardware certification of 
photovoltaic modules, grid-tied photovoltaic systems, and 
stand-alone photovoltaic systems, and 5) laboratory 
improvements for implementing the hardware certification 
program in anticipation of achieving PowerMark 
accreditation. 
 
2. Monitoring Grid-Tied Photovoltaic Systems 
 
Over 50 grid-tied photovoltaic systems have been 
instrumented over the past two years and are currently 
being monitored for performance, reliability and operating 
costs.  Three levels of monitoring are being used: simple 
metering, time-of-day, and research.  The least expensive 
type of monitoring is simple metering using a watt-hour 
meter at the output of the inverter.  Typically, utility 
partners read the meters monthly and report the data to 
FSEC.  Performance anomalies are detected by comparing 
normalized monthly energy output among various systems 
in the same general vicinity. 
 
Time-of-day monitoring of photovoltaic power output is of 
interest to many utilities.  Utilities are interested in 
quantifying the aggregate value of various penetration 
levels of photovoltaic systems on their distribution 
networks, especially during peak demand periods.  This 
work is in the early stages of development and will take 
several years before sufficient information and analyses are 
available for prudent business planning by utilities. 
 
Research level monitoring usually involves new or 
advanced products or designs.  Parameters are measured to 
determine the performance of photovoltaic components and 
systems, and sometimes the performance of building 
components.  Results are shared with industry to improve 
product performance and reliability.  They are also shared 
with photovoltaic system suppliers and with building 
professionals to improve designs and building integration 
techniques. 
 
The most significant recent achievements of the SE RES in 
system monitoring have been: 1) contributions of 
performance, reliability and cost data to Sandia National 
Laboratories’ qualified database, 2) the identification of 
inverter reliability problems that would have otherwise 
gone unnoticed without monitoring, 3) the development of 
the FSEC Photovoltaic Systems Data Network, which 
provides answers and useful information to potential 
customers over the Internet, and 4) the use of photovoltaic 
databases to enhance K-12 science education. 
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3. Practitioner Training and Certification 
 
Practitioner training and certification are high priorities 
within the SE RES program. Along with hardware 
certification, practitioner certification can help ensure 
customers that the photovoltaic products they purchase will 
meet their expectations. 
 
Practitioner certification is a credential awarded to the 
practitioner indicating that minimum core competency 
standards have been met.  Assessments of knowledge, skill 
and experience are used to determine if the practitioner 
meets these standards.  FSEC has used an accepted process 
for certification and has developed specific 
recommendations on certification requirements, standards, 
testing, education and training.  The steps in the process, 
combined with specific recommendations on certification 
requirements, standards, testing and training constitute a 
model that has been submitted to the North American 
Board of Certified Energy Practitioners (NABCEP). 
 
To establish practitioner certification standards, FSEC 
developed a detailed task analysis.  The task analysis lists 
all core knowledge and skills that a practitioner must have 
to install a grid-tied photovoltaic system.  Each task was 
given a priority (high, medium, or low) based on both the 
chance of error and the consequence of error in performing 
the task.  The combination of the tasks, their priorities, the 
conditions under which the tasks are performed, and the 
criteria used to determine successful completion of the tasks 
were used to develop the recommended standards.  Test 
items and checklists to be used in determining competency 
have also been developed and are currently under review 
for validity and reliability. 
 
To prepare practitioners for certification, FSEC has 
developed a one-week training program on installing grid-
tied photovoltaic systems.  The training is based on the 
same task analysis used for certification.  Over 100 
photovoltaic installers have been trained and tested by 
FSEC over the last three years.  During the summer of 
2001, FSEC was audited by the Institute for Sustainable 
Power and became the first organization to receive ISP 
Training Institution and Master Trainer (Jim Dunlop) 
accreditation. 
 
The most significant recent accomplishments of the SE 
RES to practitioner training and certification have been: 1) 
the training, testing and authorization of over 100 
photovoltaic installers from around the nation, 2) significant 
enhancement of training facilities and materials, 3) 
development of recommended certification requirements, 4) 
development of a comprehensive and prioritized task list, 
which has been reviewed (seven iterations) by industry and 
other subject matter experts, 5) development of 
recommended certification standards, 6) development of 
over 300 test items and associated checklists for assessing 
competency, 7) development of a model for practitioner 
certification presented at a national workshop in 
Sacramento, California on September 30, 2001, and 8) 

accreditation in two categories by the Institute for 
Sustainable Power. 
 
4. Applications and Market Development 
 
Applications and market development are the primary goals 
of the Florida Photovoltaic Buildings Program.  As part of 
this program, nine application experiments and value 
propositions have been developed for targeted end users.  
Rebates of $4 per watt have been administered by FSEC as 
part of this program, and the offering of green pricing by 
several Florida utilities is imminent.  Four quality control 
measures have been developed and implemented in 
conjunction with the rebate program.  Special efforts have 
been made to combine rooftop PV systems with energy 
efficient buildings, manufactured buildings and model 
homes. 
 
The most recent significant achievements of the SE RES in 
this area have been: 1) the development and dissemination 
of a model photovoltaic buildings program, including six 
workshops for MSRI partnerships in other states, 2) 
formation of utility partnerships and a commitment by them 
to install approximately 4 MW of distributed photovoltaic 
systems over the next several years, 3) successful 
implementation of four separate quality measures as part of 
a larger quality control program, 4) the matching of state 
buy-down funds by municipal utilities at a ratio of four to 
one, 5) adoption of over 15 FSEC recommendations on 
interconnection requirements by the Florida Public Service 
Commission, and 6) development and dissemination of 
important publications on lessons learned and cost 
reduction strategies. 
 
5. Technical Assistance 
 
Technical assistance activities are usually performed in 
response to specific requests and include the following: 
project development and implementation; energy 
assessments; site surveys and assessments; development of 
procurement specifications; field inspections; and special 
workshops.  Major projects have involved energy 
assessments with the National Park Service at Horn Island, 
MS, Ft. Jefferson, Loggerhead Key, Katmai National Park, 
Everglades National Park, and Denali National Park.  In 
addition, technical assistance has been provided to 
organizations and individuals at a rate of approximately six 
per month. 
 
6. Education and Information Dissemination 
 
Major on-going activities in this area include: workforce 
development through the pursuit of degree, diploma and 
certificate programs with vocational-technical institutions; 
standards-based curricula for K-12 education; teacher 
training programs; web-based information dissemination; 
and public outreach programs. 
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The Problem:  PV inverter mean time to first failure 
(MTFF) is currently less than five years.  This results in 
unreliable fielded systems and a loss of confidence in PV 
technology.  Large volume customers of power 
electronics have driven power electronics development.  
These markets include motor drives, UPS, electric cars, 
inverters/converters for solar, micro-turbines, fuel cells, 
switching mode regulated ac and dc power supplies.  The 
results of product evolution are benefiting all users; 
however there are problems unique to distributed 
generation that have limited the manufacturers of PV 
inverters to a few smaller companies.  These companies 
have not had the required sophisticated research and 
reliability programs or manufacturing methods necessary 
to develop a mature product.  Thus, the present approach 
to PV inverter supply has low probability of meeting 
DOE reliability goals. 

Proposed Program:  The objective is to develop a 
universal inverter that has a MTFF greater than ten years 
with a cost of less than 65 cents/watt.  The program will 
first use a systems engineering approach to define inverter 
requirements.  A complete set of specifications will be 
developed and appropriate technologies identified.  The 
next phase of the program will produce prototype 
inverters.  Two major program elements will be addressed 
during this development phase, the first will concentrate 
on automated assembly and the second will concentrate 
on the inclusion of new emerging technologies.  The 
program will address many areas including the following. 

Automated Assembly results in lowest cost, product 
uniformity, and improved product quality, but requires 
assembly of approximately 300 units/day for economic 
viability.  In order to achieve this product volume a 
universal design will be employed.  Thus, the inverter will 
be designed for use in multiple applications and for 
multiple technologies.  The inverters required for multiple 
applications can use identical dc-to-ac circuitry (≈ 95% of 
the inverter).  Designing a dc-to-dc converter module for 
each application will support multiple applications 
(example: a maximum power tracker for PV).  Automated 
assembly will require the involvement of a sophisticated 
manufacturer with experience in large quantity 
manufacturing, ISO certification, quality programs, and 
systems engineering design practices. 

Emerging technologies.  There are three emerging 
technologies that can be used to greatly enhance the 
performance of inverters; digital signal processing (DSP), 
made-to-order power electronics, and new control 

methods such as dead-beat or repetitive control.  DSP 
performs extremely fast signal analysis that provides 
inputs to low-level decisions (example: control of power 
bridges) and to higher-level decisions (example: control 
of battery charging).  

The use of DSP will provide a reliable, low-cost method 
for removing dc levels from the ac output, eliminating the 
need for costly and bulky output transformers.  Other DSP 
benefits include rapid response to utility transients, low 
harmonic distortion, and a means for switching from 
current source to voltage source (necessary to change 
from grid-tied to stand-alone operation).  This approach to 
inverter control will result in fewer parts and longer life. 

Made-to-order power electronics is a capability that 
results from the fact that power electronic switches, 
designed with software, can now cost-effectively tailor a 
new power module for smaller markets. With the help of 
DSP, the inverter can now be designed for end-of-life and 
can be derated as it ages.  The inverter layout can also be 
tailored to the application, thus minimizing parasitic 
losses, optimizing heat transfer, and resulting in faster 
switching and lower heat losses.   

New control methods may result in a lower switching 
frequency, counting on improved DSP control to ensure 
power quality while limiting the size and cost of the 
inverter magnetic components.  Conversely, the trend in 
semiconductor switches toward lower on resistance and 
lower switching losses has led to higher switching 
frequencies and larger operating voltages and currents.  
This new control method could utilize the best of both 
worlds; lower switch losses and less frequent, lower-stress 
switching. 

Lowered conduction losses increase efficiency and 
decrease heating.  Every time the semiconductor is 
switched, transition losses occur during the turn-on/off 
times. To maintain acceptable losses, the turn on/off 
losses must be lower in devices switched at higher 
frequencies.  Devices, such as the MOSFET and IGBT, 
are gated with voltage instead of current and thus require 
less power in the drive circuits.   

Faster response can greatly reduce stresses.  The 
integration of "smart" features on board the power device 
allows much faster response to over-stress conditions.  
This allows the power device to protect itself and 
therefore improves reliability of the power module.  The 
development of on-board "smart" features in the 
application specific intelligent power module (ASIPM) 
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allows for the protection of other system components.  
For example, overheating of a transformer or battery can 
be avoided. 

Power Electronics Building Block (PEBB) a program, 
largely financed by the US Navy, is designed to advance 
the integration of power electronics. 

Compliance with regulations, such as FCC Part 15 is 
required for grid-tied inverters.  RFI filters that ensure 
compliance with FCC regulations are commercially 
available.  Other passive components that are used to 
control the flow of energy may be manufactured in 
modules that are readily assembled to the laminated  bus. 

Magnetics are a significant portion of the initial cost and 
their weight and bulk have a major impact on inverter 
size.   Bulky inverters further add to the cost of handling 
and installation.  Currently higher frequency inverters still 
lower cost due to the reduced size of transformers and 
inductors. 

Heating is a major problem with power electronics.  The 
quickest means to reducing heat generation problems is to 
generate less heat by using devices with lower losses or 
switching schemes such as soft switching.  Advanced 
concepts that redirect energy from dissipation in 
components to the output also reduce the heat dissipation 
needs.  Sophisticated computer modeling of heat flow can 
improve thermal management by identifying hot spots 
and quantifying heat flow for various physical schemes.  
Additionally, improved heat dissipation is possible 
through better bonding, higher heat conductivity 
materials, and more massive paths for heat conduction. 

Packaging should remove thermal energy, posses 
minimal electrical parasitics, maintain high mechanical 
reliability, reduce assembly time, and reduce cost.   

Laminated DC bus bars or stripline circuit boards 
provide low inductance and distributed capacitance with 
reduced resistance while eliminating some wire 
connections.  A major source of stress to the power-
switching device is voltage overshoot that results from the 
interruption of current through an inductance.  
Configuring the power switches as components on a 
stripline or a laminated bus dramatically reduces the 
series inductance, balances it with built-in capacitance, 
and thus reduces the voltage overshoot.  

Wire bonds are potential failure points and contain 
parasitic inductances.  Improved connection methods that 
remove the wire lead include bonding of copper posts 
directly to the power device.  This requires significant 
planning in the layout so that all dimensions are 
compatible.  The Virginia Polytechnic Institute is doing 
considerable work in this area of bonding techniques. 

Most power electronics equipment is custom-designed 
and requires labor intensive manufacturing processes.  

These are prone to lower reliability, higher manufacturing 
costs, and greater performance variability.  A systems-
level design of inverters, supported by design software, 
can go far toward improving this situation.  More designs 
can be standardized and configured for automated 
assembly.  The design process should also include power 
utilities, applications, packaging, maintenance, and supply 
specialists as well as power electronics design engineers. 

The Desired Product:  A new inverter with ten-year 
mean time to first failure (MTFF) and with lower cost.  
This development will constitute a ‘leap forward’ in 
capability that leverages emerging technologies and best 
manufacturing processes to produce a new inverter for 
multiple technologies (PV, fuel-cell, storage, etc.) and in 
multiple applications (grid-tied, off-grid, and UPS).  The 
targeted inverter size is from two to ten kilowatts. 
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ABSTRACT 
 

The message that clean, reliable energy can be 
harvested from the sun has rarely been as powerful as 
when it comes from a credible national research and 
development laboratory to a group of potential facilitators 
and end users.  For nearly two decades Sandia National 
Laboratories has been a source for important technical 
information about solar electricity.  Historically, that 
valuable technical assistance has been transmitted to state 
and federal agencies, international funding agencies, the 
PV industry itself, designers and architects and utilities, 
and many others involved in the promotion, purchase, and 
ultimate use of photovoltaic systems.  Sandia’s PV 
Design Assistance Center remains key in the transmission 
of information that fosters the installation of sustainable 
PV systems.   
 
1.  The Message:  Systems Engineering Technical 
Assistance is Essential for Ensuring Successful 
Installations 

Good system design – which means an overall 
systems engineering perspective from the outset – is the 
core element of the technical assistance transmitted 
through the PVDAC.  This technical assistance is 
disseminated through a variety of means, not the least of 
which are hundreds of telephone inquiries annually from 
engineers, architects, the Department of Defense, and 
federal facility staffs at the National Park Service, the 
USDA Forest Service, the Bureau of Land Management, 
and others. 

The PVDAC is a national resource for technical 
information about PV systems, a fact validated by their 
involvement in most of the major PV systems installed in 
the United States during the first decade of the Center’s 
existence, and the continuing demand for this level and 
quality of technical assistance. 

 
2.   The Ways and Means:  Avenues for Dissemination 
of Technical Information 

The media through which the technical assistance is 
transmitted has burgeoned as the world wide web has 
grown.  Sandia National Laboratories’ photovoltaics web 
site receives more than 250,000 hits every month and has 
experienced a sustained, high growth rate since statistics 
began to be collected in 1997.  Not only has the technical 
information woven into the large site been accessed, but 
dozens of technical and general interest publications 
about photovoltaics have been accessed online and often 
downloaded.  At a very large national laboratory, it is no 

small measure of success that technical documents about 
photovoltaics are consistently among the most frequently 
downloaded documents throughout the laboratory.  
Interest in PV outpaces interest in wind, concentrating 
solar, or any other renewable energy technology, due to 
the breadth, depth, and high quality of the technical 
information created by the PVDAC staff at Sandia.   

Another highly visible way that the PVDAC transmits 
technical information is through its collection of systems 
engineering manuals and guides.  These documents were 
written for a varied readership – everyone from an 
individual homeowner interested in installing a stand-
alone PV system to a large utility interested in evaluating 
the benefits of PV for their small power needs to a large 
cadre of union electricians interested in understanding 
how PV complements elements of the National Electrical 
Code.  More than 10,000 technical, print documents are 
distributed every year from a list of about 20, which cover 
the installation, maintenance, and operation of both stand-
alone and grid-connected PV, codes and standards, safety 
issues, and more.  Several are available in both English 
and Spanish. 

Yet another successful means for transmitting 
technical information about PV systems occurs when 
Sandia’s systems engineers help agencies develop sound 
procurements, assist customers by providing engineering 
design reviews, provide advice on component 
compatibilities, educate their technical counterparts on 
load ratios, and every other piece of information essential 
for a successful system installation.  One way in which 
this assistance is provided is through site visits where in-
depth analyses of potential applications are the result.   
PVDAC feedback about the appropriateness of PV, its 
technical and economic characteristics, and its financing 
has been invaluable.   

Training programs, conferences, and workshops 
supported by the PVDAC round out the primary avenues 
through which systems engineering and technical 
assistance about PV is disseminated: Gatherings with 
limited audiences, such as water pumping workshops and 
module durability sessions; meetings with singular 
audiences, such as briefings and technical tours for the 
national corps of BP Solar marketers and distributors; 
large inclusive forums at, for example, Sandia’s annual 
Photovoltaics Systems Symposiums; or intimate settings 
where PVDAC staff help the Navajo Tribal Utility 
Authority convene end-users’ training in the remote 
Kayenta District of northern Arizona.  Staff are often 
asked to participate as experts on technical panels at 
workshops and conferences.  And every year hundreds of 
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electricians and installers hear traveling sessions on PV 
and the National Electrical Code.  These are illustrative of 
the wide range of beneficiaries of PVDAC’s technical 
training program.  
       The expertise found within the Photovoltaic Design 
Assistance Center at Sandia is available to all of the 
customers mentioned above, and in the myriad of ways 
mentioned, often at no cost.  Generally speaking, it is only 
when extensive technical studies are necessary that an 
agreement is reached whereby customers receive this 
essential information for a fee.  A few examples of the 
kinds of services that have generated revenue for the 
PVDAC would include the analysis of PV as a power 
source for remote irrigation, a report to the U.S. Bureau of 
Reclamation; testing of solar cells and modules for 
industry partners; and a gamut of PV design, 
performance, and follow-up studies for the Department of 
Defense.   

An important by-product of recent interactions with, 
for example, both the Navajo Nation and rural electric 
cooperatives has been that performance and reliability 
data collection activities have either been honed to the 
extent that valuable reliability information can populate 
Sandia’s reliability database, or deficiencies in how 
performance and reliability data are collected have been 
identified.  The end result has been that whenever the 
PVDAC has assisted with not only quantitative and 
qualitative measurements and data collection, but also 
with the infrastructure issues associated with such 
collection, valuable lessons have been learned. 
       As can be seen, these collaborations can exist with 
state and federal agencies, with educational institutions, 
with the PV industry itself, and with American Indian 
tribes.  It is important to point out that the technical 
assistance proffered through the PVDAC is often 
performed in partnership with the Southeast Regional 
Experiment Station (Florida Solar Energy Center) and 

Southwest Regional Experiment Station (Southwest 
Technology Development Institute).  In every meaningful 
way, these two institutions are a vital component of the 
PVDAC collaborative venture. 
      
3.   PVDAC and its Role in the National Mission 
      Even a cursory reading of the U.S. Department of 
Energy’s Five-Year Plan [1] and the PV Industry’s 
Roadmap [2] illustrate the demand for, and the driving 
forces for, a continuing role for the PVDAC within the 
national photovoltaics program.  Phrases such as “support 
broad outreach,” “support codes, standards, and 
certification,” and “fully develop outreach, training, and 
public awareness programs” substantiate the need for 
PVDAC-type activities.  Helping to remove technical 
barriers, sharing common technical problems, producing 
the body of knowledge that helps formulate government 
policy – even concentrated efforts on new applications for 
photovoltaics -- all contribute to fulfilling the goals of the 
national PV program.    
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ABSTRACT

We report on the growth and properties of  high
quality, low bandgap, a-(Si,Ge):H alloys. The
materials were made using ECR plasma growth
techniques. We found that plasma chemistry had
a significant impact on the material and device
properties. Films with significantly better H
bonding microstructure were produced when
there was significant ion flux incident on the
surface. In contrast, non-homogeneous films and
porous microstructure was produced when ion
flux density was decreased. The defect density
was measured using space charge limited
current, and was in the low 10 16 /cm 3-eV range
for materials with low bandgaps ( ~1.2-1.3 eV)
and in the 5 x 10 15/cm 3-eV range for a-Si. The
device fill factors ranged from 70+% for a-Si to
~53% for a-Ge:H. The properties of the a-Ge;H
devices could be improved significantly by using
chemical annealing during growth.

INTRODUCTION
a-(Si, Ge):H alloys are an important class of
materials for photovoltaic(PV) energy
conversion. Unfortunately, the properties of this
material generally degrade as we increase the
amount of Ge content in the alloy. In this paper,
we will show that by carefully controlling the
plasma chemistry, one can make good quality
alloys across the entire bandgap spectrum, from
a-Ge:H to a-Si:H. We will show that H bonding
depends critically upon the plasma chemistry and
that the films tend to be non-homogeneous when
sufficient ion flux is not present during growth.

GROWTH TECHNIQUE
The materials were grown using a low pressure,
remote ECR plasma technique described
earlier.[1]. All the materials were grown using

significant hydrogen dilution (  dilution ratio of
20:1 or greater). The source gases were germane
and silane.

H BONDING
For studies of H bonding, the materials were
deposited on Si wafers. In Fig. 1, we show the H
bonding spectra for two materials deposited
under identical conditions ( same silane, germane
and hydrogen flows and same temperature and
power conditions), except for the deposition
pressure. From Fig. 1, it is obvious that the
materials deposited at higher pressures ( 15 mT)
has a significant shoulder at 2100 cm-1,
indicating the presence of SiH2 bonds and
therefore, a poor microstructure. But, when
pressure is reduced, the SiH2 bond density
reduces significantly. We have shown previously
[2] that under low pressure conditions, ion flux is
higher by a factor of 3 compared to the high
pressure conditions, and that the properties of the
films significantly better. Therefore, one can
conclude that ion flux plays a major role in
promoting homogeneous growth of the material.

 Fig. 1 H bonding for films deposited at 15 and 5
mT pressures under otherwise identical
conditions.
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DEFECT DENSITY
The midgap defect density was measured using
SCLC techniques.[3]. The measured midgap
defect density vs. bandgap is shown in Fig. 2.
While the defect density is higher for lower gap
materials than for a-Si:H, it is within the range to
produce devices with acceptable properties.

Fig 2. Defect density in a-(Si,Ge) films

DEVICE PROPERTIES
p-i-n substrate type devices were made on steel
substrates. The devices had semi-transparent Cr
top contacts. There was no back reflector. The
device curve for a 1.26 eV cell is shown in Fig.3,
The fill factor for 1.26 eV cell is 56%, indicating
good material properties. Subgap quantum
efficiency data yield a low value for Urbach
energy of valence band tails, 44 meV. indicating
very good material properties. The results for a-
Ge;H cell are shown in Fig.4, for two growth
conditions, a normal uninterrupted growth, and a
chemical annealed growth. The fill factor and the
voltage are improved significantly  for the a-
Ge:H cell when the i layer of the cell is made
using chemical annealing {a layer-by-layer
growth technique where a thin film(~ 3 nm) is
grown and then subjected to anneal by a  H
plasma}. Thus, chemical annealing significantly
improves the properties of the low gap cell.

CONCLUSIONS
In conclusion, we have shown that plasma
properties such as ion flux have a profound
effect on the fundamental material properties,
such as H bonding, in a-(Si,Ge):H alloys. We

Fig. 3 I(V) curve of 1.26 eV cell. F=56%

Fig. 4 Influence of chemical annealing on
device properties of a-Ge:H cell

have shown that by controlling the plasma, we
can produce good devices even for the lowest
bandgaps (1.1 eV). The properties of the cells are
improved by chemical annealing.
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Microcrystalline Germanium Carbide- A new material for PV conversion

Vikram L. Dalal and Jason T. Herrold
Iowa State University, Dept. of Electrical and Computer. Engr., Ames, Iowa 50011

ABSTRACT

Microcrystalline Germanium-carbon alloy, c-
(Ge,C):H, is an interesting new material with
potential photovoltaic conversion applications.
We will show in this paper that when one alloys
C to Ge, the unique band structure of c-Ge
appears to be retained, and a new direct gap
material results. The preliminary results to date
show that the material has a very high absorption
coefficient, and that bandgaps in the range of 1.1
eV can be achieved. The material can be doped n
and p type. We will report on the growth
conditions and on material properties.

INTRODUCTION

It is well known that c-Ge is an almost direct gap
material. Its lowest L valley in the conduction
band is only about 0.16 eV below the central Γ
valley, and as a result, c-Ge has a high
absorption coefficient at energy values only
about 0.16 eV above the thermal bandgap. This
is in contrast to the case for c-Si, where the
difference between the central valley and the
lowest X valley is >2 eV. This is the reason why
c-Si needs a thick layer to absorb most of the
solar photons with energies greater than its
thermal gap. Unfortunately, the bandgap of c-Ge
is too low to be of interest for PV conversion.

Diamond is another Group IV semiconductor
with a large indirect thermal gap (~ 5.4 eV).
However, by alloying small amounts of C with
Ge, it should be possible to shift the bandgap of
the resultant alloy (Ge,C)  up into the optimum
solar range( ~1.1-1.7 eV), and perhaps, maintain
the favorable band structure of c-Ge.This
material, Ge 1-x C x, does not exist in nature. If
one tries to make it from the melt, it phase
separates. However, we have succeeded in
making it by using a non-equilibrium process,

namely reactive plasma deposition in the
presence of a strong flux of H. We call this
material microcrystalline (Gre,C) alloy, denoted
by c-(Ge,C):H. In this paper, we will report on
the growth and the preliminary properties of this
new material.

GROWTH TECHNIQUE

The material was grown using an ECR plasma
reactor, operated in a remote plasma mode.[1].
The source gases were germane, methane and
hydrogen. The substrate temperature was in the
range of 300-350 C. The hydrogen dilution ratio
was very high (>50:1). The growth pressure was
in the range of 5 mT.  Films were deposited on
7059 glass, and on stainless steel substrates. It
was found that the crystallinity was improved
when the films were deposited on stainless steel.

Fig. 1 Lattice constant of films as a function of C
content.

MATERIAL MEASUREMENTS

The crystallinity of the material was checked
using x ray diffraction and Raman spectroscopy.
In Fig. 1, we show the lattice constant
determined from x-ray measurements. The grain
size of the films, determined from Scherer’
formula, was in the range of ~50 nm.
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In Fig.2, we show the absorption coefficient of
the film, determined using a spectro-photometer.
Quite clearly, as the c-(Ge,C):H film has
bandgap higher than that of c-Ge, but the
absorption curve seems to shift linearly in energy
as C is added. This results implies that the
favorable band structure of Ge is maintained as
small amounts of C are added to it. This is a very
encouraging preliminary result.

Fig. 2 Absorption coefficients of c-Ge, c-Si and
c-(Ge,C):H films

The films could be doped both p and n type
using phosphine as the n type dopant gas and
diborane as the p type dopant gas.. In Fig. 3, we
show the conductivity of the films as a function
of flow of phosphine or diborane.

Fig. 3 Conductivity of n and p type doped films
as a function of phosphine(positive flow) and
diborane (negative flow) values

CONCLUSIONS

In summary, we have shown that it is possible to
bond C to Ge in a crystalline lattice by using a
low temperature growth process. The use of a
hydrogen rich plasma is particularly useful
because H bonds to grain boundaries and
passivates them, a situation similar to that of
microcrystalline Si made with a hydrogen
plasma. We have been able to bond 4-5% C into
Ge, and the resulting bandgap is close to that of
Si. The low C content (Ge,C) alloy shows an
absorption curve which is  similar in shape to
that of c-Ge, and has a much higher absorption
than that of Si at comparable wavelengths. The
material can be doped both p and n type using
appropriate dopant gases. All these results
indicate that this material may be suitable for
photovoltaic energy conversion.
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Positron investigations of thin film silicon for photovoltaics 
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ABSTRACT 

Positron defect profiling and beam based positron lifetime 
studies have been performed on thin film silicon samples 
manufactured by a variety of techniques. The goal is to shed 
unique information on the type of defects and their influence 
on the properties of the materials pertinent to photovoltaic 
applications. It was discovered that amorphous silicon films 
exhibit a more complex response to light soaking that 
previously observed. In addition to the Staebler Wronski 
effect it appears that an irreversible change occurs upon 
light soaking. The Staebler Wronski effect, reversible by 
annealing, was not observed and may be associated with a 
intermediate defect, which has stronger trapping character to 
positrons than the defect responsible for the Staebler 
Wronski effect. Samples of crystalline silicon thin films 
were examined for comparison and beam based positron 
lifetime measurements were carried out to investigate the 
nature of the defects involved. Light soaking and low 
temperature data will also be presented. 

1.  Introduction 
All models of the Staebler-Wronski effect [1-4] invoke 

the breakup of Si-H bonds and the conversion of bound H to 
mobile H by the incident light. High hydrogen dilution 
ratios promote the growth of microcrystalline silicon [5]. It 
was observed that intense illumination cause additional 
degradations in efficiency, which is not reversible [6].  Both 
effects obviously change the electrical properties of the 
material, making an investigation with positron annihilation 
spectroscopy (PAS) interesting and is sensitive to vacancy 
defects to 1 part and 10-7 atomic concentration.  The current 
status of our findings will be presented and discussed below 
following a brief introduction into the capabilities of PAS.  
The positron annihilation spectroscopy will be introduced 
by using a-Si samples grown under different hydrogen 
dilution ratios. 

Positrons will annihilate with electrons predominantly 
via the emission of two photons.  Energy and momentum 
conservation causes small angular deviations from 
antiparallel emission and Doppler shifts from the mean 
photon energy of 511 keV. The positron wave function 
tends to concentrate where the positive atom cores are 
spaced farther than on average in the sample and localized 
in open volume equivalent of vacancies or larger.  The 
positron at the time of annihilation is in thermal equilibrium 
with the surrounding lattice. Thus, the measured Doppler 
shifts, and the broadening of the annihilation line when 
many events are detected are due only to the momentum 
distribution of the electrons at the site of annihilation. With 
increasing open volume the average momentum (or 
increasing positron lifetime) of an annihilation rate and 
consequently the measured Doppler shifts.  The annihilation 

photon line shape narrows and the mean positron lifetime 
increases. At the same time the electron density decreases 
with open volume size. The reduced overlap of electron and 
positron wave function lowers the annihilation rate 
(increases the lifetime) of the positron. Changes in thin film 
silicon due to illumination can thus be observed with 
positron Doppler and lifetime measurements. The charge 
state of the sites determines whether positrons are attracted 
to them (positively charged) or sensitive (neutral or 
negatively charged). 

Samples grown by PECVD without H dilution and with 
H dilution were grown at ~200C to a thickness of 0.25 µm 
(i-layer) on a stainless steel substrate and light-soaked for 0, 
120, 300, and 625 hrs in 1 sun with a various H-dilution 
ratios and no dilution were studied. Some samples were 
annealed subsequent to light soaking.  Positron lifetime data 
will also be presented. 

2. Experimental 
Figure 1 shows the measure of “open volume” versus 

mean positron implantation depth for a H-diluted and a non-
diluted sample.  H-dilution reduces the value from one 
equivalent of vacancies. Beyond 160 nm mean depth an 
increasing fraction of positrons annihilates from the 
substrate. The change and curvature in the data from the 
surface to the a-Si layer is used to extract annihilation site 
concentrations relative to a “perfect” amorphous network or 
micro-crystalline regions. When the dilution ratio is 
increased to 3 and higher, this fraction drops by a factor of 
more than 20. 

0 40 80 120 160 200 240

0.98

1.00

1.02

1.04

 with H-dilution
 no H-dilution

 

 

"O
pe

n 
vo

lu
m

e"
 m

ea
su

re

Mean implantation depth (nm)

 
 

 

Figure 1: Open volume measure in as made a-Si
samples produced with and without H-dilution versus
mean positron implantation depth.  
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The effect due to light soaking is shown in figure 2. 
Short soaking periods of 300 hours and less show little 
effect; long soaking times of 600 hours increase the open 
defect concentration.  At the same time the fraction of open 
volume sites steadily decreases in the non-diluted case and 
remains near constant in the H-diluted case. 

To date only a small reversal of the light-soaking effect 
was observed following anneals of the samples at about 200 
C for different periods of time. 
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Positron lifetimes have been measured on some of these 
samples. An increase in the lifetimes indicates an increase in 
the separation of the atomic sites. The evaluation of an 
average lifetime allows for the extraction of these trends.  
An increase in the mean lifetime is a consequence of an 
increase in either the size or the concentration of open 
volume sites (or a combination thereof). Figure 3 shows the 
results of preliminary data on amorphous silicon samples 
compared to a perfect single crystal silicon sample and 
silicon ribbon. The mean lifetime increases from single 
crystal silicon to H-diluted silicon to Si-ribbon and is largest 
in non-diluted amorphous Si. Light soaking under 1 
standard sun for 620 hrs further increases the mean lifetime.  
Positron lifetimes have been measured recently by Britton et 
al on HW-CVD Si [7]. They report longer mean lifetimes of 
330 ps, indicating that the samples studied here are far 
superior and are not associated with the intrinsic behavior of 
the films but with voids created during fabrication. 

3.  Results and Discussion 
The positron data indicate that the a-Si samples studied 

here contain  concentrations of open-volume type sites, most 
likely dangling bond and/or H-terminated dangling bond 
related. Their concentration decreases with increasing H-
dilution ratios during formation. At the same time the 
fraction of micro-crystalline Si in the samples increases [8]. 
Light soaking in excess of 300 hours shows an increase in 
open volume, consistent with the interpretation that atomic 
H is removed. To date, however, the observed effect is not 

reversible by annealing, which is key to understanding this 
defect.  Possibly, the reason can be found in the presence of 
a second defect in addition to the defect responsible for the 
Staebler-Wronski effect. The former traps positrons more 
efficiently than the shallower latter defect. The deeper lying 
defect could be below the Fermi level and thus not 
electrically active. However, this defect could be 
responsible for the permanent degradation observed after 
intense light exposure (7). 
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To examine this possibility we initiated a new set of 

measurements on samples on glass substrates to be 
produced by Wronski. In addition to positron measurements 
these will be examined by time-resolved spectroscopy 
(requiring transparent substrates) by S. Dexheimer, WSU 
and with ESR measurements by C. Taylor, U of Uath. 

Positron measurements will be extended to low 
temperatures to enhance the probability of trapping at both 
defects.  Positron lifetime studies are under way to separate 
lifetimes from different trapping sites. 
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